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Abstract

This thesis reports studies of fundamental gas-phase chemistry within Hot Filament

(HF) and microwave plasma enhanced chemical vapour deposition (CVD) reactors

used for depositing diamond as well as computational investigations into the incor-

poration of gas-phase species, present within the CVD environment, into a growing

{100} diamond surface.

Resonance enhanced multiphoton ionisation studies of atomic boron and atomic

hydrogen in HF activated B2H6 / CH4 / H2 gas mixtures are described. These results

suggest that boron does not form a stable gas-phase reservoir species with borane

B2Hy) species and only combines with carbon species (when present) in cooler re-

gions of the reactor. The physical properties of the tantalum filament, particularly

its surface are considered to have a major influence on the gas-phase BHx concen-

trations.

A high pressure CVD microwave reactor has been installated and its operation

optimised. Under base operating conditions, Cavity Ringdown Spectroscopy mea-

surements of C2 rotational temperature show the plasma temperature to be 3520±
260 K and C2(a, v=0) column densities are found to be∼3.6× 1012 cm−2. C2(a)

column and number densities have been calculated as a function of process condi-

tions.

CH4 and C2H2 molecules, and their interconversion, have been monitored by

line-of-sight single pass absorption methods, as a function of process conditions

(e.g. choice of input hydrocarbon (CH4 or C2H2), hydrocarbon mole fraction, total

gas pressure, and applied microwave power) using a quantum cascade laser.

Computational studies have focussed upon the addition and loss processes of

gaseous methyl and boron hydride (BHx) radical species to a DFT model of the

{100} diamond surface. Mechanisms for direct insertion of surface bound BH (and

B) species into a growing{100} face of diamond have been identified, as has an

alternative ring opening / closing sequence for incorporating BH.

Studies of the incorporation of methyl radical upon the{100} surface have been

expanded by the use of a QM / MM approach.
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Chapter 1

Introduction

Diamond is an ancient gem material whose plethora of extreme physical properties

are only just being industrially realised. This chapter explores the known properties,

synthesis methods and growth mechanisms of chemical vapour deposited diamond.

1.1 Diamond structure and properties

Atomic carbon has three major elemental forms, graphite, cages (e.g. fullerenes)

and diamond. Each allotrope has vastly different properties, due to the ability of

carbon to adopt various electronic hybridisation forms by mixing of the valence s

and p orbitals.

sp2 carbon atoms typically adopt hexagonal patterns with the non-hybridised

carbon p orbital perpendicular to the pattern. Carbon hexagons can be arranged to

form a graphitic sheet structure, Figure1.1(a). The planar arrangement of the sp2

carbon atoms leads to a distributedπ electronic system which enables electronic

conduction. 3D isolated cage structures formed from hexagonal and pentagonal car-

bon rings are found to be stable for structures with more than 60 carbon atoms [1],

Figure1.1(b).

Diamond is a 3D cubic crystal of covalently bound sp3 carbon, Figure1.2, with

each carbon bound to the four neighbouring atoms.

The carbon atoms are interlocked into a perfect tetrahedral arrangement, with

bond lengths of 1.5445̊A and bond angles of 109◦, with a point group of Td that

forms a face centre cubic crystal with local O7
h symmetry in the Fd3m space group.
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(a) (b)

Figure 1.1: Elemental forms of sp2 carbon: (a) graphite, showing the layer
structure; (b) C60 molecule

Figure 1.2: The unit cell of diamond with the corner atom removed for
clarity

The combination of the strong carbon–carbon colavent bonds, rigid geometry and

high level of symmetry leads to the physical properties listed in Table1.1.

In combination with these extreme physical properties, diamond also affords a

wide window of optical transparency, from the far IR to UV light (255 nm), mak-

ing it an ideal material for windows in extreme chemical environments. (There are

weak IR absorptions within the small region of 2.5 to 6µm due to the two phonon

absorption). The symmetric nature of diamond means that there are various mor-

phologies which a sample can adopt with the most common planes, identified by
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their respective Miller indices, shown in Fig.1.3

Mechanical hardness ∼ 90 GPa

Bulk modulus 1.2× 1012 N / m2

Compressibility 8.3× 10−13 m2 / N

Thermal conductivity (Type IIa, 293K) 2 – 2.2× 103 W / m / K

Thermal expansion coefficient (293K) 0.8× 10−6 / K

Table 1.1: Physical properties of diamond from ref [2]

(a){100} (b) {110}

(c) {111}- top view with “chair” cyclo-
hexane structure highlighted.

(d) {111} - side view

Figure 1.3: Major morphologies of diamond with carbon-hydrogen bonds
terminating the growth direction indicated.
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1.2 Diamond Synthesis

Under standard conditions (298 K, 1 atm), graphite is the stable form of carbon and

diamond is metastable. There is a small difference in free energies between the two

phases (2.9 kJ mol−1 [3]) but interconversion is hindered by the presence of a large

energy barrier, resulting in the phase diagram for carbon, Figure1.4. In order to

circumvent the large kinetic barrier, diamond growth must occur under conditions

where diamond is the preferred product, using non-graphitic reagents.

Figure 1.4: The phase diagram for elemental carbon from ref [3]

The first successful attempts at synthetic diamond growth were developed as a

mimic of geological diamond growth conditions [4], using high pressure and high

temperatures (HPHT) to convert graphite to diamond [5]. Small diamond crystal-

lites form under these extreme conditions and this is the major industrial process

for producing diamond grits (60 tons; 90% of industrial diamond in 1990 [6]). Cat-

alytic solvents are used to lower the activation energy of dissolving graphite and

hence reduce the extreme growth conditions to more feasible and viable levels.

These solvents can be molten metal (Group VIII metals [5]) or a molten metal car-

bide isoelectronic with group VIII elements [7]. There are numerous factors which

affect the growth quality of HPHT diamonds [8] and the mechanism for conver-

sion from the liquid carbon to diamond phase is not well known [9]. Choundary

et al. have produced an excellent review of the development of HPHT synthesis

techniques for the purpose of growing larger single crystals of diamond [10].
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1.3 Chemical Vapour Deposition of Diamond

The fundamental principle of Chemical Vapour Deposition (CVD) growth of di-

amond is to use gas-phase carbon species to combine in a stepwise manner on a

substrate to form a diamond lattice, thus avoiding the large interconversion barrier

between graphite and diamond. The process has been widely tried throughout the

history of chemistry, with major progress occurring in the 1950s, and the technique

being realised with the use of carbon-containing gas precursors in the 1980s [11].

CVD growth can occur upon a single diamond seed (homoepitaxial growth)

and polycrystalline films can be formed from growth from multiple nucleation sites

upon non-diamond substrates, Figure1.5. The polycrystalline diamond films have

many similarities to single crystal samples but the formation of grain boundaries

can introduce subtle bulk mechanical and electronic defects.

Figure 1.5: The growth of polycrystalline diamond films from isolated
nucleation sites from ref [12]

Successful CVD growth processes have three fundamental stages for incorpo-

rating gaseous material into the growing solid phase. These can be loosely classified

as activation of the gaseous reagents, gas-phase reactions and diffusion of reagents

onto the surface, where further chemistry may occur, and growth of the solid. De-

spite the wide variations in methods of activation of the gaseous precursors, which

strongly relate to the design of the particular reactor, all diamond CVD gas-phase

chemistry is similar.
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1.3.1 Gas-phase Chemistry

Diamond CVD growth from hydrocarbon / hydrogen gas mixtures occurs within

a harsh reductive environment dominated by reactions involving atomic hydrogen.

Atomic hydrogen can be produced from dissociation of H2 either as a surface medi-

ated thermal process (Hot Filament reactors) (1.1), or as the result of energy transfer

from gas-phase collisions with excited free electrons (Microwave and Arc-Jet reac-

tors) (1.2).

H2 −→ 2 H (1.1)

H2 + e− −→ 2 H + e− (1.2)

Dynamic atomic hydrogen abstraction / hydrogen addition reactions with hydrocar-

bons are the dominant process within a CVD reactor, leading to the production of a

variety of carbon radical species, (1.3).

CHy + H −−⇀↽−− CHy−1 + H2 y=4-1 (1.3)

Third-body mediated reactions can also occur between carbon radicals leading to

the formation of C2Hy species. Production of these species occurs at a slower rate

than the hydrogen abstraction reactions (1.4). Hydrogen addition / abstraction re-

actions involving C2Hy species can also occur, (1.5), as with the CHy species.

CH3 + CH3 + M −−⇀↽−− C2H6 + M (1.4)

C2Hy + H −−⇀↽−− C2Hy−1 + H2 y=6-1 (1.5)

Modelling by Mankelevichet al. [13], [14], using a 3D model of a HF reactor (see

section1.3.2for more experimental details) showed that the conversion of acetylene

to methane by hydrogen addition was only favourable at low gas temperature (<

1000 K) while the reverse reaction was dominant at high temperatures comparable

with CVD conditions. The interconversion between these two species is discussed

further in Chapter6.

There is the possibility of the formation of carbon containing species larger

than C2Hy by further carbon radical addition reactions similar to reaction (1.4),
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however mass spectrometry studies suggest that these species are present in very

low mole fractions in comparison to CHy and C2Hy species [15]. Experimental

measurements on these larger species would be difficult as the large number of

degrees of freedom available to the molecules combined with high temperatures

would lead to broadening of any spectroscopic features.

Studies show that the methane / hydrogen gas-phase mixing ratio is critical in

determining the level of nucleation on the growing diamond surface. Low percent-

ages of methane (< 2%) encourage smooth film formation whilst higher percent-

ages (> 4%) cause an increase in the secondary nucleation on the growing diamond

surface which results in a faster growth rate, but smaller grain size (poorer quality)

diamond films [16], [17].

1.3.2 Hot Filament Reactors

The thermal activation of gas-phase chemistry underpins the oldest and simplest

design for a CVD diamond reactor [18]. In a typical hot filament reactor, a coil

of metal is resistively heated, to the order of 2000◦C, in a reduced pressure atmo-

sphere (∼ 20 Torr) of hydrogen with a small amount of methane (typically 1%). A

substrate, usually silicon or diamond, is maintained at a temperature between 600 –

900◦ C, and placed within 20 mm of the filament, (Figure1.6) and diamond growth

occurs on the hot substrate at typical rates of 1µm hr−1.

The critical design features in the HF reactor are the choice of the metal wire,

and the gas flow design as diffusion is the dominant transportation process of ac-

tive reagents to the substrate. Under CVD conditions, a metal carbide layer forms

around the filament upon which molecular hydrogen adsorbs. The thermal energy

of the carbide layer is transferred to the molecular hydrogen which promptly dis-

sociates and diffuses into the gas-phase. The production rate of atomic hydrogen

is limited by the surface area of the filament and the availability of suitable disso-

ciation sites upon the filament. The thermal and mechanical stability of the metal

carbide layer is critical for extended growth of diamond. Tantalum is one of the

preferred metals for filaments as it readily forms a carbide whilst maintaining rigid-

ity at high temperature. Experimental parameters have been investigated for the HF

reactor looking at optimisation of the growth rate of CVD diamond films [19].

HF assisted CVD technology is the cheapest way of growing CVD diamond,

with the ability to grow large areas of diamond [20] and to coat novel structures
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Figure 1.6: The systematic diagram of the HF reactor

and surfaces. However, the applications of this technology are limited by the low

quality of the the final product and the possible inclusion of the filament source

material in the growing diamond films [21].

1.3.3 Microwave Plasma Reactors

Microwave plasma activation of hydrocarbon / hydrogen gas mixtures has become

the industrial standard for production of high quality diamond, Figure1.7. Mi-

crowaves (usually at 2.45 GHz) from a generator are coupled into the microwave

reactor through a quartz window via a waveguide and an antenna. A stub tuner

is used to fine tune the microwave matching. Within the reactor, a few free elec-

trons are heated by coupling with the electric component of the microwave field.

The oscillating electrons rapidly gain energy and transfer it to the system through

gas-phase collisions with molecular hydrogen, causing vibrational excitation, ioni-

sation and molecular dissociation. This generates a non-equilibrated plasma where

the excited atomic hydrogen initiates the radical gas-phase chemistry [22], [23]. At

high microwave power densities, atomic hydrogen is also generated by thermal dis-

sociation processes [24] and collisional induced dissociation can also occur at high
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pressures (1.6).

H2 + M −→ 2 H + M (1.6)

Microwave plasma CVD reactors are designed so that there is a local maximum

in the microwave field intensity above the water cooled substrate thus ensuring the

stability and location of the plasma within the reactor [25].

Figure 1.7: The schematic diagram of a microwave reactor

Initial designs for microwave plasma reactors used a quartz hemisphere (bell jar)

for the reactor (e.g. [26]) but most modern research is performed in metal-walled

reactors to minimise silicon contamination into the growing diamond film. There

have been studies of the morphology and growth rate of the deposited diamond

films [27], [28] and species present in the plasma ball during diamond growth using

optical [29], [30] and mass spectrometry techniques [31] – [34] . These results have

been used for comparison with theoretical modelling of the dynamics of microwave

plasma [35] – [37].

Addition of noble gases to gas mixtures used in CVD deposition of semicon-

ductors is a well-known practice, and the inclusion of such gases (especially argon)

in diamond growth has been widely studied. Polycrystalline films of diamond can

grow with addition of argon to CH4 / H2 gas mixtures with the grain size and orien-

tation of the resulting crystals being highly dependent upon the argon concentration

[29] , [38].

9



Methane containing microwave plasma with high levels of Ar (> 90%) with

reduced hydrogen levels (< 1%; only present to stabilise the plasma) leads to the

formation of a crystalline film of diamond with exceptionally small sized grains.

This fine-patterned “diamond-esque” material is known as Ultra Nano Crystalline

Diamond (UNCD) as shown in Figure1.8(b).

(a) (b)

Figure 1.8: The change in morphology from polycrystalline diamond (a) to
UNCD (b) by increasing the percentage of Ar in a CH4 / H2 / Ar gas-phase
plasma, from ref [39]

Argon has two suggested roles in MWCVD plasma processes for UNCD pro-

duction; the first is to act as a dilution factor, by reducing the number of hydrocar-

bon / hydrogen interactions and the second role is to activate molecular species via

Penning effects [40]. This second use is a questionable mechanism as UNCD can

also be formed in the less activated HF reactor where these processes do not occur

[41] suggesting that argon affects the level of nucleation of growing diamond films.

UNCD growth can also be attributed to the shift in hydrogen abstraction gas-phase

equilibria due to an increased plasma temperature with the unique patterning due

to high levels of etching due to atomic hydrogen generated in the vicinity of the

substrate [42].

The main advantage of using microwave activation is that the process creates an

electrode-free discharge, eliminating the possibility of electrode degradation and

sample contamination. This enables a large window of process conditions to be

investigated including high gas temperatures / pressures without the degradation

of equipment and experimental stability. The inherent problems with microwave

technology is the high cost of design and manufacture of the systems as well as the

effective integration of analytical techniques without changing the CVD environ-
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ment.

1.3.4 DC Arc-jet Reactors

Arc-jet reactors are the extreme diamond growing machine using high electrostatic

potentials to induce species breakdown. Argon (and Hydrogen depending on the

design) flow through a plasma torch head which consists of two electrodes biased

at high voltages. Free electrons are electrostatically accelerated towards the anode,

causing excitation and ionisation by collision with Ar species. The generated ions

are attracted to the cathode and the process cascades, forming a plasma jet, which

expands into a chamber maintained at reduced pressure. The torch head reactions

are summarised within Figure1.9.

Figure 1.9: Reactions occurring with the DC Arc-Jet torch head from ref
[43]. Cathode degradation is shown by the emission of metal atoms, M,
from the surface.

A secondary torch may be added to increase the stability of the plasma and

methane is usually added to the system downstream via an injection ring to avoid

amorphous carbon clogging the nozzle head. The methane diffuses into the plasma

whilst undergoing chemical breakdown reactions and the resulting plasma flows

towards a water cooled substrate upon which grows diamond, Figure1.10. This

technique was first demonstrated for growing diamond in 1998 with a growth rate

of 80µ hr−1 [44] though the growth rate is highly dependent on reactor design and
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experimental conditions.

Figure 1.10: A two head CVD DC arc-jet set up for Cavity Ring down
Spectroscopy from ref [45].

Optical emission spectroscopy (OES) revealed that the plasma jet forms an an-

nular structure using optical emission spectroscopy of the C2 species [46]. The

chemistry within the arc-jet reactor is controlled by the high levels of excited Ar+

ions which causes the decomposition of molecular hydrogen [47].

Ar+ + H2 −→ ArH+ + H (1.7)

ArH+ + e− ←→ Ar+ + H(n = 2, 3) (1.8)

The formation of the highly excited states of atomic hydrogen arises from the de-

composition of the ArH+ species in the plasma. These species are very prone to

relaxation via the n=3−→ n=2, Balmerα emission. However, any spontaneous

optical emission from the H(n=3) state is subsequently re-absorbed by neighbour-

ing H(n=2) atoms such that the level of H(n=3) atoms is maintained with minimal

optical emissions and H(n=3) atoms are detectable downstream from the methane

injection ring.

The arc-jet process is not used as a major method for diamond synthesis as there

is a vast radial variation in the quality of diamond produced, electrode sputtering

causes a short lifetime of the torch heads and the extreme gas temperatures gen-
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erated within the system can be produced within high power microwave reactors.

However, DC arc-jet reactors do offer a system with highly energetic plasma based

species which can be easily probed without degradation to the experimental condi-

tions.

1.4 CVD Growth Mechanisms

CVD diamond growth follows a classical crystal growth process of nucleation,

propagation, followed by a termination step. Most CVD diamond studies either

focus on the expansion of a small diamond seed (usually from HPHT synthesis)

or on heteroepitaxial growth from a suitable substrate, where growth occurs from

seeding the surface with diamond particulates. The origins of the nucleation of di-

amond are important as this can lead to the introduction of many common growth

faults.

Gas-phase nucleation has been suggested as playing a role in diamond growth

but most studies have been performed in relatively low power and low pressure

systems [48]. Studies also show that large hydrocarbon species are not stable at

CVD temperatures [49].

Any diamond particulates formed in the gas-phase have been found to be of

such low concentrations that they would have minimal effects on nucleation [50].

This leads to the suggestion that simple molecular species which can survive the

harsh CVD environment are required for diamond growth.

1.4.1 Growth species

A growth species is a molecular reagent, derived from the source gas material,

which diffuses to the surface where it is incorporated into the growing diamond

phase. The exact chemistry of these growth species is a complex issue to resolve as

it is hard to probe the active surface region of a CVD system (which is located in

the millimetre or so just above the substrate) experimentally.

In the simplest case, the HF-CVD reactor, the relatively low CVD gas tempera-

tures lead to minimal species activation in the region of the substrate, yet diamond

growth is still possible. The dominant activated species within the substrate re-

gion are H atoms and CH3 radicals (which can typically approach∼1016 cm−3 and
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∼1014 cm−3, respectively). Numerous studies have independently shown that CH3

is responsible for low-temperature, low power growth of diamond [15], [51], [52].

In more energetic plasmas where gas temperatures can reach 3500◦C, methyl radi-

cals can still be found but there is a wider variety of CHy and C2Hy species present.

C2 has been suggested as a growth species in the literature [53] especially as it is

easily recognisable by a distinctive green optical emission at 526 nm. Proposed C2

insertion mechanisms into the growing diamond surface do not require a hydrogen

abstraction activation step. This mechanism is especially relevant to the growth

process of UNCD films which grow in a hydrogen-deficient plasma environment.

However, in pulsed microwave systems (which grow diamond of comparable

quality to continuous wave systems), optimum conditions are found when C2 species

(taken to be a measure of C2Hy distributions) are minimised during the power off

stage of the duty cycle. CH and H concentrations remained constant during this

period resulting in diamond growth [54]. Studies on the effects of acetylene and

methane addition also show that minimising the optical emission from C2 species

increases the quality of the sample [51].

1.4.2 Growing surfaces

Diamond growth under CVD conditions requires that diamond is deposited at a

faster rate than graphitic material. Atomic hydrogen is an essential part of the CVD

diamond growth process as it stabilises the growing diamond surface by maintain-

ing the sp3 hybridisation by saturating the surface radical sites, forming Carbon-

Hydrogen bonds. Hydrogen atoms also preferentially etch sp2 carbon faster then

sp3 carbon, ensuring that the diamond is the predominant phase of carbon grown

[55].

The generic picture for CVD diamond growth is site-activation by a surface

hydrogen abstraction reaction, (1.9), followed by addition of a hydrocarbon radical,

(assumed to be CH3 in this case), (1.10) [56] – [58].

CdH + H· −−⇀↽−− C·
d + H2 (1.9)

C·
d + CH·

3
−−⇀↽−− Cd−CH3 (1.10)
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The lifetime of the surface radical, C·
d, is effectively independent of the rate of

methyl addition due to the relatively low concentration of carbon radicals in com-

parison with atomic hydrogen. The competition between surface activation and

H-atom re-combination with the surface radical site (1.11) determines the number

of active sites available [56].

C·
d + H· −−⇀↽−− Cd−H (1.11)

The morphology of a growing diamond surface depends on the different rates at

which diamond planes grow. The morphology assessment of the diamond sample

grown is made by the growth parameterα, (1.12).

Figure 1.11: Idiomorphic crystal shapes for different values of the growth
parameterα. The arrows indicate the the direction of fastest growth (from
ref [59])

α =
√

3
v100

v111

(1.12)

wherev100 andv111 are the normal growth velocity of the respective diamond planes

[59], [60]. This results in the change in shape from the{100} cubic structure to

octahedral{111} diamond crystals, Figure1.11.

1.4.3 Growth on the{100} surface

CVD growth of{100} diamond produces a cubic morphology (α < 1.5) which is

extremely flat and smooth, Figure1.12. Diamond samples which are mainly{100}
aligned generally have less defects (section1.5) than the other planes making it the

focus of intensive experimental and theoretical studies.

The level of different terracing depends upon the orientation of the growing dia-

mond surface. Well-oriented substrates show evidence for a hillock growth process,

Figure1.13(a), [61]. Microwave CVD epitaxial diamond growth upon off-angle Ib
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Figure 1.12: SEMs of{100} cubic diamond planes from ref [30]

diamond substrates suggests that step-growth is occurring upon the{100} surface,

resulting in the formation of large terraces of (2×1) reconstructed diamond, Figure

1.13(b), [16]. Increased methane concentrations within the reactor resulted in an in-

crease of nucleation sites culminating in the generation of double-domain surfaces,

[16]. Both these suggested mechanisms are based upon adsorption of a growth

species upon the surface and its subsequent diffusion across the growing surface to

step edges and / or other adsorbed atoms.

(a) (b)

Figure 1.13: Schematic of epitaxial growth: (a) Hillock growth upon a
well-aligned sample from ref [61] (b) Formation of a single domain surface
for a mis-aligned sample from ref [16].

The{100} surface of diamond has a well known visible (2×1) reconstruction

where two surface carbon atoms relax from the bulk geometry positions and move

together to form a carbon–carbon bond in the plane of the growing surface [16],

[62], [63]. The diamond surface can be covered with multiple dimers which are

neatly arranged into rows, Figures1.14(a)& 1.15(a). This behaviour is unlike

any other group XIV semiconductors which also undergo (2×1) reconstructions
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but form patterns of alternate dimers in both directions along the surface, Figure

1.14(b).

Periodic Density Functional Theory calculations (LDA, see chapter3 for more

information) confirm experimental evidence that carbon forms a symmetric config-

uration of dimer rows. The arrangement of the individual dimers into rows is due

to the strong interaction between theπ electrons on the reconstructed carbons due

to the localised nature of the carbon’s p orbitals [64]. This effect is weakened de-

scending down the group XIV period and hence all other semiconductors from the

same group have the staggered configuration.

(a) (b)

Figure 1.14: Surface dimer reconstructions arrangement for Group XIV
semiconductors showing the (a) Row arrangement (b) Staggered dimer ar-
rangement. Adapted from ref [65]

The extent to which growing surfaces are covered with reconstructed dimers is

not clear as there are numerous scanning tunnelling (STM) and atomic force (AFM)

microscopy studies which confirm the formation of the (2×1) reconstructions, the

mirror counterpart the (1×2) reconstructions and other derivatives like the (3×1)

reconstruction which incorporates one reconstructed dimer with an isolated surface

dihydride [62] – [68]. However, there are also suggestions that the surface recon-

structions and the formation of the large domains of smooth (100) diamond surface

is a post-growth feature either caused by annealing in hydrogen in sample prepa-

ration for surface studies [69] or surface etching / annealing that occurs during the
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shutdown process of a CVD reactor [70].

Diamond surfaces growing under CVD conditions will be hydrogen terminated

and the steric interaction between H atoms on neighbouring{100} surface carbon

atoms may drive the creation of hydrogen terminated surface reconstructions. The

formation of the reconstructed dimer is an overall energetically favoured process

(Figure1.15(b)). The close proximity of the two neighbouring hydrogen atoms en-

ables them to associate (at a slight energy cost) and then to dissociate as molecular

hydrogen, resulting in formation of a C-C bond in the{100} plane [71]. It is also

energetically feasible that the reconstruction process can be initiated by hydrogen

abstraction of a pendant surface hydrogen and the resultant lowest energy structure

results in the expulsion of atomic hydrogen and the formation of the reconstructed

bond. The study by Huang and Frenklach does not address the issue of the origin

of the reconstructions, whether they are formed as part of the growth mechanism or

as a post-process surface relaxation of carbon.

(a) (b)

Figure 1.15: (a) Scanning tunnelling Microscopy (STM) image of the to-
pography of the hydrogen terminated{100} diamond reconstruction sur-
face from ref [63] : (b) a proposed mechanism for formation of isolated
reconstructed surface dimers for the hydrogen terminated{100} surface
from ref [71] (energy in kcal mol−1).

Most theoretical studies have focused on the incorporation of the CH3 radical

into the growing surface and in the remainder of this thesis, CH3 will be assumed

as the carbon growth species unless stated otherwise.

The diamond CVD growth process is initiated by hydrogen abstraction of one

of the hydrogens pendant on the dimer reconstruction. Methyl radicals can diffuse
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from the gas-phase towards the diamond surface and form strong bonds to the sur-

face radical sites. The resulting bound methyl group can be incorporated in two

different places, either by formation of a carbon–carbon bond at the neighbouring

end of a reconstructed dimer bond to which the methyl group is bound or by addi-

tion to the neighbouring reconstructed carbon dimer by bridging the trough between

the two dimer rows (Sites A and B respectively in Figure1.16).

Figure 1.16: Cross section through the{100} plane showing the dimer
reconstruction (A) and the trough (B) insertion points.

Figure1.17shows the mechanism for carbon insertion into the dimer bond, (A),

initially proposed by Garrisonet al. from molecular dynamics studies of diamond

surfaces [72]. The process is initiated by hydrogen abstraction from a pendant sur-

face bound CH3 (i.e. C→ D in Figure1.17). The newly formed CH2 radical then

incorporates into the diamond structure via a ring opening mechanism (D→E→ F)

rather than by direct insertion of CH2 into the carbon – carbon bond which has a

very large barrier (ca 200 kJ mol−1) [72], [73]. The mechanism has been stud-

ied with numerous different environments including isolated clusters [73], larger

QM / MM clusters [74], [75] and under periodic boundary conditions [76], [77].

The ring opening and closing mechanism for incorporation can also model lateral

{100} diamond growth from a step on the{111} surface [78].

Alternatively, a surface bound CH3 species could be incorporated across the

trough which separates dimers (site B in Figure1.16). Incorporation across the

dimer trough was first suggested by Harris and was based upon results obtained

from studies upon bicyclo-[3, 3, 1] nonane (BCN) [79]. The process, known as the
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Figure 1.17: Mechanism for i) Hydrogen abstraction and surface activation
(A→B) ii) Carbon incorporation into the diamond{100} surface (C→G).

HH mechanism, is initiated by surface hydrogen abstraction followed by methyl

adsorption. The neighbouring hydrogen atom is abstracted and then followed by

ring closure, Figure1.18.

In order for growth of a complete new monolayer of diamond to occur, car-

bon species must be incorporated into the reconstructed dimer as well as across

the trough linking the dimer rows, Figure1.16. Neither mechanism adequately de-

scribes the effective growth rates and process for a whole new layer of diamond.

This has led to suggestions that the overall growth mechanism must involve a com-

bination of the two processes [80], or that one should introduce the possibility of

surface migration of reactive species. These ideas are discussed in more detail in

Chapter4.

C2H2 / H2 gas mixtures have has been used to grow{100} diamond, and C2H2

has been considered as a growth species [71], [81]. C2 has also been investigated

for possible incorporation into a non-hydrogenated (2×1) reconstructed{100} sur-

face. This incorporation process is energetically feasible [82] with the stable non-

hydrogenated dimer bond [74], but is unlikely to be a major contributer to the

growth process as the lifetime of a surface radical site is not long enough to en-

dure for a second hydrogen abstraction reaction.
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Figure 1.18: The HH mechanism, showing the conversion of BCN (A) to
adamantane (F) modelling the incorporation of an absorbed methyl radical
across a dimer trough from ref [79].

1.4.4 Growth on other diamond surfaces

{111} diamond surfaces

In stark contrast to growth on the{100} surface, diamond growth on the{111}
plane is considered to be a quicker yet more complicated process. The open cyclo-

hexane nature (Figure1.3(c)) of the growing surface has led to suggestions that this

face is more accommodating for inclusion of defects as well as larger hetero atom

species. Normal growth of{111} diamond produces octahedral crystallites (α >

2).

The {111} surface can also undergo a reconstruction process, and there have

been numerous experimental [83], [84] and theoretical studies [85] – [89] on the

shape and electronic properties of the reconstruction. The reconstruction consists

of a distortion of the cyclohexane pattern of the surface layer which enables the

formation ofπ bonds between two carbon atoms. This results in the formation of a

chain structure across the surface. Figure1.19shows the surface reconstruction for

the {111} diamond surface which, unlike other group XIV semiconductors, does

not show any tilting ofπ bonds. Unlike the{100} surface, the hydrogenated{111}
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surface is stable (Figures1.3(c)& 1.3(d)) and the reconstruction only occurs when

surface hydrogen is removed, usually by annealing in UHV conditions [90].

Methyl radical addition to a radical site on the{111} surface is an exother-

mic reaction which is less energetic than CH3 addition on the{100} reconstructed

surface [92]. The initial suggestion for the mechanism of CH3 addition into the

growing{111} diamond surface was for the surface to be covered in a monolayer

of absorbed methyl groups to which CH+
3 is finally added to form a new layer [93].

However, the large steric interaction between the adsorbed methyl groups makes

this pathway very unfavourable.{111} diamond growth modelled using CH3 radi-

cals as the sole growth species has been found to be a slow process because of the

relatively poor rate of new layer nucleation. The slow layer nucleation has been

proposed as the rate limiting step of{111} CVD growth [94], [95]. However, ad-

dition of CHy species into the lateral growth on this surface has been successfully

modelled from isolated nucleation points, step edges and kinks [95] – [98] leading

to a step-flow process for monolayer growth [99]. Studies of the new layer nucle-

ation mechanisms include C2Hy species as a way of avoiding the complications of

multiple CHy additions, Figure1.20.

The inclusion of these growth species in calculations increases the rate of di-

amond deposition to levels comparable with that observed experimentally [99],

[100]. There are suggestions that C2H may be a more favourable growth species

than acetylene on the{111} surface because of a slower surface desorption rate

Figure 1.19: The (2×1) reconstruction for the{111} surface, from ref [91]

22



Figure 1.20: Suggested pathway of CHy and C2Hy incorporation into the
{111} diamond surface (modified from ref [94]
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[96], [101]. There have also been suggestions of possible ionic species mechanism

involving a surface charged site [102]. C2 has also been suggested as a growth

species on the hydrogen free (2×1) reconstructed surface by forming a bridge be-

tween rows of theπ-bond chains [103].

{110} diamond surfaces.

The{110} diamond face is the fastest growing diamond surface and hence has been

subjected to few experimental and theoretical studies. The main mechanism sug-

gested for growth on this surface involves the bridging of the large ridges present on

the growing{110} surface. This can occur by two sequential methyl radical addi-

tions with the necessary hydrogen abstraction reactions, Figures1.21(a)& 1.21(b)

[56], or by the direction insertion of C2 which, theoretically at least, can insert into

a carbon–hydrogen bond via an exothermic process with only a small activation

barrier [104].

C2 insertion is also possible upon non-hydrogenated{110} surfaces in a simi-

lar manner [105]. These mechanisms appear to be energetically plausible reaction

pathways but both require many stepwise reactions in conjunction with neighbour-

ing addition / abstraction reactions in order for incorporation.

1.4.5 Etching

So far, mechanisms have only been discussed which focus upon the incorporation of

carbon species into the diamond. Etching and the removal of non-diamond material

is also a critical process in ensuring the prevalence of diamond growth. In most

gas-surface bond forming steps, like the initial addition of the methyl radical to the

active surface site, there is the unlikely possibility of bond fission and disassociation

of the reagent back into the gas-phase. This is due to the highly exothermic nature

of the addition reaction and these direct desorption processes are highly unlikely

unless the resulting carbon–carbon bond is very weak. Etching processes occur

by the active removal of carbon material by a gas-phase reagent bonding with a

pendant surface species, then dissociating.

Most studies have focused on the removal of pendant methyl groups. The sim-

plest way for removal of the surface methyl group is for a direct radical displace-

ment reaction involving atomic hydrogen, resulting in methane dissociating into
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(a) (b) (c)

Figure 1.21: (a) Addition of two methyl radicals to the{110} diamond
surface from ref [56]; (b) Proposed fate of the adsorbed ethyl chain from
ref [56]; (c) Proposed C2 incorporation into the{110} diamond surface
from ref [104]

the gas-phase. This reaction is unlikely despite the high flux of atomic hydrogen

under CVD conditions as there is a very high barrier of activation [74]. Another

form of radical displacement reaction involves the formation of a surface radical

(by gas-phase hydrogen abstraction) from a carbon dimer to which a methyl radical

is attached at the other end. The liberation of the CH3 radical into the gas-phase

is driven by the formation of a non-hydrogenatedπ reconstructed dimer carbon–

carbon surface bond [81].

The β-Scission reaction

Growth of diamond so far has assumed that methyl radical – surface reactions are

isolated incidents based upon the concentrations of atomic hydrogen and methyl

radical in the gas-phase. However, during the growth process, there is the possibil-

ity of formation of surface bound alkyl chains by CH3 radical addition to a pendant

CH2 species. Such processes are suppressed under typical diamond CVD condi-

tions, however, by so-calledβ-scission reactions. Hydrogen abstraction from the

β carbon leads to formation of an unsaturated radical species, which dissociates
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to form a gas-phase species (e.g. ethene) and a surface radical site – thereby pre-

venting incorporation of longer alkyl chains into the growing diamond surface [80].

This is the most common etching scheme included in Monte Carlo modelling of

diamond growth.

1.5 Defects in Diamond

Despite the robust nature of diamond, faults can be found in crystals due to the

growth process or post-growth damage. Some of these processes can account for the

wide variety in colour of natural diamond. These defects can manifest themselves

as vacancies; dislocations and twinning. All of these defects can appear throughout

the crystal, affecting the bulk diamond physical properties and introducing new un-

desirable features into the diamond electronic structure. The introduction of defects

into a diamond causes new characteristics by distorting the crystal and reducing the

high level of symmetry of the diamond unit cell, all which can be monitored by

absorption spectroscopy.

Twinning

Twinning is a common stacking fault found in synthetic and natural diamond re-

sulting from a disruption in the growth process. Diamond usually adopts anabcabc

stacking pattern, Figure1.23(a), however twinning is introduced into the system by

the formation of a carbon–carbon bond in the mirror position of the normal bond,

Figure1.22, thereby resulting in a boat rather then chair form of cyclohexane. This

inclusion changes the stacking pattern toabcba wherec has become the mirror

plane. Figure1.23(b)shows this effect with the twin plane introduced between the

aB Ba layer, leading to the formation of two symmetric crystals with shared points.

The twinning can occur in the form of a reflection of a mirror plane, a symmetric

inversion or around a rotational axis.

Interstitials

Interstitials defects are formed by the displacement of a species from the normal

lattices position into a stable but higher energy confirmation. Figure1.24shows a

diamond model highlighting the common locations for interstitial defects. In dia-
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(a) (b)

Figure 1.22: Figure showing the twinning effect at the atomic level with
(a) regular and (b) eclipsed position. Figure reproduced from ref [106].

(a) (b)

Figure 1.23: Figure showing the twinning effect upon the crystal struc-
tures are (a) the regular and (b) the twinned stacking pattern. The chair
and boat conformations of cyclohexane structure are highlighted within the
appropriate stacking pattern. Figure reproduced from ref [106].

mond, it transpires that the most favourable arrangement is a split self-interstitial

along the{100} axis, Figure1.24(c). The split interstitial is formed when a nor-

mal diamond lattice site is replaced by two carbon atoms, symmetrically arranged

around the now vacant site [107].
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(a) (b) (c)

Figure 1.24: Common interstitial geometries (a) Hexagonal and tetrahe-
dral holes; (b) The bond centred form; (c) The{100} split interstitial,
showing the change in geometry, all from ref [108].

Vacancies

A vacancy is a discontinuity in the diamond lattice caused by the complete displace-

ment of a carbon atom from its normal site and the resultant interaction between

the former bonding electrons located on neighbouring carbon atoms. These sym-

metry bound electronic states can be identified by optical absorption spectroscopy

and Electron Paramagnetic Resonance (EPR) spectroscopy [110]. Absorptions due

to singular vacancies have been assigned to neutral [111], [112], negatively [113]

and positively charged [114] vacancies. There is the possibility of forming multi-

component systems, especially with nitrogen impurities.

1.5.1 Doping of Diamond

Diamond is a semiconductor with a large gap between the conduction and valence

bands (5.5 eV), Figure1.25. The energy required for a promotion of an electron

from the valence band into the conduction band is great enough to make diamond

an electronic resistor (typically 1016 Ω cm) under normal conditions.

However, incorporation of hetero-atoms into the diamond lattice with slightly

different electronic configurations from the host material leads to new energy levels

in the band structure that enable conduction. The hetero-atoms can be incorporated

during the growth cycle of diamond or as a post growth process, typically ion im-

plantation or diffusion. The experimental problem with doping is ensuring that the
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dopant remains active when inserted into the diamond structure. Hydrogen, a com-

mon impurity within CVD diamond, complicates issues as it can complex with the

active dopant within the crystal. The complex species can either pacify (boron) or

activate (sulphur) the dopant, [115] [116].

Valence Band

Conduction band

0.0

5.5

+0.37 B[117]

-0.4 As[151]

-1.9 N[134]
-0.6 P[144-146]

-0.23 B-D
complexes[152]

Figure 1.25: The band structures of diamond showing the energy levels of
dopants. All values are in eV and quoted relative to the nearest band.

1.5.2 p-type doping

The introduction of a p-type dopant causes the formation of discrete acceptor levels

above the valence band of diamond. The energy levels are accessible by electrons

from the valence band. When promotion occurs into these levels, delocalised posi-

tive holes form in the valence band which enables conductance.

Boron naturally incorporates into diamond to create a (shallow) p-type semi-

conductor with a donor level of 368.6± 2.5 meV [117]. Addition of trace amounts

of a suitable boron-containing precursor to the process gas mixture enables deposi-

tion of doped material, in which B atoms have incorporated into both the diamond

{100} and{111} surfaces. Sources used for boron inclusion during diamond CVD

include diborane, trimethylboron and triethylboron [118] – [121].
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Low level additions of boron in the gas-phase (< 500 ppm B / C) increase the

quality of CVD diamond samples with larger crystals, faster growth rates and bet-

ter crystal morphology. Intermediate B / C values (1 000 – 5 000 ppm) produce

diamond with similar characteristics to pure carbon CVD growth but p-type while

high boron concentrations (> 4 000 ppm) lead to a breakdown in crystallinity and

a general loss in quality [122], [123]. A graphitic phase is co-deposited with B / C

gas-phase ratios above 8 000 ppm yet diamond can still grow up to B / C gas-phase

ratios of 10 000 ppm. The increase in graphitic material at high boron levels is

attributed to depleted atomic hydrogen number densities in the gas phase, due to re-

actions with B2H6, which effectively reduces the rate at which sp2 carbon is etched

[124]. The relative efficiencies of boron and carbon incorporation into a growing

film from a given B / C / H gas mixture can be highly dependent upon the system

design and conditions [125]. There are indications that boron species may assist

with the migration of carbon species across a growing diamond surface [126].

Several studies have highlighted the preferential incorporation of boron in{111}
growth sectors [120], [127], [128] and the effects of the incorporation of boron on

the CVD diamond crystallinity varies greatly with surface morphology [129], [130].

The elementary steps leading to B incorporation into diamond were not well char-

acterised, new insights into the diborane / methane / hydrogen gas-phase chemistry

are presented in Chapter2, while Chapter3 presents modelling studies of the incor-

poration of BHx species into a growing diamond surface.

Other species have been considered to act as p-type donors (e.g. Al) but the

incorporation levels are poor when compared to boron.

1.5.3 n-type doping

A hetero-atom inclusion causes n-type doping by forming a donor level whose elec-

trons can be easily excited into the conduction band. There are no natural diamond

samples which show n-type conductivity and finding the best donor is the “Holy

Grail” of synthetic diamond research.

Nitrogen, with one more electron than carbon, would be the natural suggestion

for a n-type dopant for diamond, as nitrogen is a common inclusion which histor-

ically has been used as a measure of quality by infrared absorption spectroscopy.

Samples which only show higher order diamond absorption patterns are classified

as IIa while semiconducting diamonds of comparable quality are labelled IIb [131].
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Class I diamonds have a measurable level of nitrogen with type Ia diamond hav-

ing aggregates of nitrogen whilst type Ib only has the isolated substitutional form

of nitrogen. Numerous studies have shown that trace nitrogen addition into the

gas-phase mixtures improves the quality of diamond samples [132], [133], while

theoretically, it has been suggestion that Nitrogen inclusion modifies the growth

mechanism of diamond by activation of surface dimer reconstructions [77]. How-

ever, nitrogen provides a deep donor level (1.9 eV) below the conduction band

which prevents conductivity, from thermal excitation of electrons, at room temper-

ature [134].

Sulphur has been suggested theoretically as a prime candidate for shallow n-

type donor [135], with growth mechanisms [136] and CVD gas-phase chemistry

[137] well studied. However, reported n-type doping of diamond with an activation

of 0.38 eV [138] has been questioned on the basis that the samples also contained a

high level of boron and exhibited p-type semiconduction [139].

Phosphorus has been incorporated into the{111} surface of diamond as a substi-

tutional donor [140] with mixed results [141] – [143]. The as-grown films showed

n-type properties, but also showed poor carrier characteristics with an activation

barrier of∼ 0.6 eV [144] – [146], which is deeper than theory predicted. Theoret-

ical studies predict that phosphorus is insoluble in bulk diamond [116], yet studies

on the{111} surface reconstruction indicate that local near surface solubility is

greatly enhanced [147].

In the search for better n-type dopants, more exotic species have been consid-

ered. Group I elements, lithium and sodium, looked theoretically promising as

interstitial donors [148] but experimental results failed to yield any n-type prop-

erties, with lithium remaining at the near surface region [149], [150]. Arsenic has

been suggested as a possible dopant [151], but there are no reports of any successful

synthesis.

Much further interest has been stimulated by recent reports of n-type electrical

conductivity from deuterated (100) B-doped diamond layers which exhibits the low-

est activation barrier yet reported, of 0.23 eV [152]. Theory, thus far, has failed to

validate initial suggestions that such conductivity might be associated with boron–

deuterium complex defects within the diamond lattice [115], [153].
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1.5.4 Application of dopant technology

The advent of B doped CVD diamond has led to the development of unipolar de-

vices [154], [155], electrochemical detectors [128], [156] and, when combined with

P (n-type) doped diamond, UV light sources [157]. Also, introduction of conduc-

tivity into diamond enables the material to be cut and shaped by traditional metal

spark cutting tools. More recent, has been the discovery that B-doped diamond is a

superconductor [158], however the critical temperature (Tc) for superconductivity

is≈ 4K.

1.6 Aims

This thesis has investigated the fundamental processes which major gas-phase spec-

ies undergo within the framework of diamond growth under CVD conditions. This

includes probing the complex gas-phase reaction dynamics as well as modelling

the gas-surface reactions with subsequent incorporation steps required for CVD

diamond growth.

Chapter2 shows the spatially resolved measurements of atomic boron (derived

from the degradation of the gas-phase dopant, B2H6) within a thermally activated

CH4 / H2 gas mixture within a HF-CVD reactor as a function of process condi-

tions. This experimental work led to the development of a DFT based computational

model for the incorporation of boron hydride species into a small region of a{100}
diamond surface. This work within Chapter3 is expanded to investigate the incor-

poration of methyl (and BHx) radicals to numerous different surface environments

by using a QM / MM system within Chapter4. Experimentally, a new high pres-

sure CVD microwave system has been installed. The optimum growth condition

has been identified using the Taguchi protocol and initial profiling of the radiative

species within the plasma has been performed using Optical Emission spectroscopy

and Cavity Ring-Down Spectroscopy; these are reported in Chapter5. This thesis

concludes with the first reported simultaneous line of sight absorption spectroscopy

measurement of C2H2 and CH4 within a CVD diamond growing environment using

a quantum cascade laser, Chapter6.
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Chapter 2

Resonance Enhanced Multiphoton

Ionisation studies of atomic Boron in

B2H6 / H2 and B2H6 / CH4 / H2 gas

mixtures relevant to Boron doped

CVD diamond growth

This study looks at the roles of atomic hydrogen, boron atoms and methane in HF

activated B2H6 / CH4 / H2 gas mixtures such as are used for the growth of boron

doped diamond. Variables investigated include filament temperature, % B2H6, the

presence (or not) of CH4 and the distance of the laser focus from the filament, all

of which are studied by measuring relative concentrations of boron and hydrogen

atoms using a multiphoton ionisation technique.
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2.1 Introduction

2.1.1 History of Borane research

Investigations in borane chemistry started at the turn of the 20th century with the

development of air free synthesis techniques by Alfred Stock who, over 20 years,

identified and categorised a wide range of species from diborane (B2H6) to B10H14.

The main bulk of research in borane chemistry was performed around the space

race era with the development of boron based rocket fuels, as oxidation reactions of

BzHx species are highly exothermic due to the formation of strong Boron-Oxygen

bonds, (2.1) [1].

B2H6 + 3 O2 −→ B2O3 + 3 H2O ∆H= -2137.7 kJ mol−1 (2.1)

Research into borane combustion is progressing with the development of high

power combustion systems fuelled by boron containing slurries [2] and accurate

theoretical combustion models [3]. An excellent review of borane oxidation chem-

istry is by Bauer [4]. Important areas of contemporary borane research are metal

hardening, usually steel, by boron diffusion from a borane plasma; production of

hard boron nitride / boron carbide coatings and films [5] – [9], and studies of MgB2

superconductors [10].

2.1.2 The properties of Boranes

Atomic boron, with an electronic configuration of 1s2 2s2 2p1, is considered to be

the classic example of an electron deficient species. sp2 hybridisation is energeti-

cally affordable and thus boron typically forms tri-valent species with an empty p

orbital localised on the boron atom.
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Diborane is one of the more common forms of borane, Figure2.1. The main

feature of this molecule is the bridging H atoms which undergo a three centre –

two electron bond. These ‘non traditional’ covalent bonds are formed to satisfy the

electron deficient nature of the boron atom and X-ray crystallography that proved

their existence resulted in the award of the 1976 Nobel prize to W. M. Lipscomb

[11].

Figure 2.1: Structure of B2H6 showing the three centre – two electron
bridging hydrogen bonds

Diborane readily dissociates into two unstable BH3 components by breaking the

weaker bonds holding the bridging hydrogen atoms in place, equation (2.2). This

can be instigated by photolysis (e.g. with UV laser light) or by pyrolysis. Thermal

decomposition of diborane has been reported over a wide range of temperatures,

ranging from 273 K to 1073 K [12] – [15].

B2H6
−−⇀↽−− 2 BH3 (2.2)

Historically, borane compounds have been the focus of intense spectroscopic

and theoretical studies including work on the boron atom [16] – [19], and BH [20]

– [22], BH2 [23], BH3 [24] and BH4 [25] species.

There have been intensive investigations of boron cluster production using di-

borane precursors. These reactions occur at low temperatures and high diborane
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concentrations and can lead to clusters of various sizes (2.3) [26], [27]. The mecha-

nism and kinetics of these gas phase inter conversions is highly debated and a good

recent review is by Greenwood [28].

BnHn+4 + BH3
−−⇀↽−− Bn+1Hn+7 (n≥2) (2.3)

Bn+1Hn+7
−−⇀↽−− Bn+1Hn+5 + H2 (2.4)

Studies into dissociation of diborane within a IR activated silicon epitaxial film

reactor show that the diborane dissociation can be mediated on the internal surfaces

of the reactor. This causes the formation of boron clusters of various sizes, which

can desorb from the reactor walls, Figure2.2 [29]. The equilibria between the

gas-phase and surface bound borane clusters can regulate the levels of BHx species

within the reactor.

Theoretical studies of thermal decomposition of BCl3 / H2 gas mixtures show,

indirectly, the BH3 degradation reactions with hydrogen species [30], [31]. Harris

et al. have calculated reaction mechanisms and rates for hydrogen abstraction from,

and insertions into, BHx, x = 0 – 3 species using standard transition state theory at

the G2 level of theory. (The G2 level of computational theory is based upon the pa-

rameterised results ofab-initio calculations of 125 species [32] – [34]). Transition

state theory is discussed in more detail in Chapter3.

For hydrogen addition and abstraction reactions with BHx, there are two com-

peting processes; a direct mechanism (the equivalent reactions of (1.3) from Chap-

ter 1) and a pathway occurring through a low energy BHx+1 intermediate formed

from coordination of the atomic hydrogen with the valence p orbital on the boron

atom, Eq. (2.5). Molecular hydrogen incorporation / abstraction reactions occur
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Figure 2.2: Schematic showing how borane clusters can be generated in
the gas phase and upon surfaces and the subsequent interactions between
the two phases, from ref [29].

in a similar manner, via a distorted transition state, via coordination to an empty

orbital, Eq. (2.6). These reactions have been studied for BH [22] and related car-

byne reactions [35], [36]. Reactions involving atomic hydrogen are feasible up to x

= 3, where the empty orbital on the boron atom and trigonal geometry enables the

formation of BH4.

BHx + H −−⇀↽−− BHx+1
−−⇀↽−− BHx−1 + H2 x = 1 – 3 (2.5)

BHx + H2
−−⇀↽−− BHx+2 x = 0 – 2 (2.6)

Harris et al. showed that for BH3, hydrogen abstraction reactions only occur

via the co-ordination of the abstracting atom (2.5) at low temperatures but, above

1900 K, the direct abstraction reaction is more prevalent. BH species have been
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detected by optical emission spectroscopy in microwave plasmas growing doped

diamond from B2H6 / CH4 / H2 gas mixtures [37], [38].

2.2 Resonance Enhanced Multiphoton Ionisation (REMPI)

2.2.1 Theory

Ionisation of species requires an electron to absorb enough energy to raise it above

the ionisation potential (I. P.). In most situations, the I.P. of a system is too large

to be directly accessible by absorption of a single photon of visible / UV light

but absorption of multiple photons can make ionisation viable. Direct multiple

photon ionisation is a relatively unlikely process unless using extremely intense

short pulsed lasers, as it requires a very high photon density.

However, the probability of a multiphoton ionisation process is greatly enhanced

if there is an intermediate ‘stepping stone’ electronic state of the system resonant at

the energy of one (or two) absorbed photons. The resulting ion or electron can be

detected in multiple ways including time of flight mass spectrometry or electrostatic

interactions with a biased wire.

The multiphoton absorption is usually described as an (m + n) REMPI process

where m is the number of photons needed to excite the species to the ‘stepping

stone’ electronic state and n is the number of photons required for the final ion-

isation step. Figure2.3 shows the most commonly used multiphoton ionisation

processes for atomic boron.

The REMPI process is highly species selective as ionisation depends upon the

internal electronic structures and the I.P. of the probed sample. In the case of molec-

ular species, rotation–vibration excitation spectra can be recorded by REMPI by
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selective population of a vibrational state by tuning the probing laser light to the

appropriate frequency. The REMPI process is also a localised technique because

tight focusing to a small volume is required to generate the high photon density

required for the multiphoton absorption process.

Figure 2.3: Grotrian diagram for atomic boron, showing the possible (1+1)
and (2+1) REMPI process

2.2.2 Previous HF CVD REMPI Studies

The current Bristol REMPI reactor was designed [39] to investigate the local dis-

tribution of H atoms in the vicinity of a hot filament [40] using a (2+1) REMPI

detection process. The method showed that the surface of the filament was critical

in the production of H atoms with hydrogen molecules adsorbing onto the hot fila-

ment surface and undergoing bond dissociation, catalysed by the metal, and atomic

hydrogen atoms dissociating from the filament surface with high thermal energy,

contributing to the localised gas heating. This confirmed the observed trends from

the earlier (3+1) REMPI studies by Celii and Butler [41].
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CH3 distributions have been measured using 2+1 REMPI via the 3pz:2A
′′

2 ←− X̃2A
′′

2

transition from HF activated CH4 / H2 [42], [43] and C2H2 / H2 [44] gas mixtures

which shows that there is a gas phase chemical interconversion between the two

species. A more detailed discussion of methane-acetylene interconversion chem-

istry can be found in Chapter6. The work reported here is, to the best of our

knowledge, the first study of B atoms in such an HF CVD environment.

2.2.3 Boron REMPI

Boron hydride compounds have strong boron–hydrogen bonds (BH2 +H −→ BH3:

∆H = 312.1 kJ mol−1) which are approximately 100 kJ mol−1 weaker then the cor-

responding carbon hydride bond (CH3+H −→ CH4:∆H = 438.6 kJ mol−1). (Bond

strengths are derived from the experimental values for the enthalpy of formation of

the CH3, CH4, BH2, BH3 & H species from ref [45]). This suggests that boron hy-

drides should behave similarly to methane in a diamond CVD environment but that

boron–hydrogen bond breaking reactions should be more facile.

Simple thermodynamical analysis of B2H6 / H2 gas mixtures in the presence

of H atoms indicates that, at low temperatures (<500 ◦C), diborane is the most

thermodynamically stable species. At HF–CVD gas temperatures (∼1800 ◦C, in

the immediate vicinity of the filament), reactions (2.2) and (2.5) will favour the

products and the equilibrium overall should shift in favour of boron atoms. Figure

2.4shows the variation in equilibrium constant as function of temperature, relevant

to CVD diamond growth, for the hydrogen abstraction reaction (2.5), using data

from AppendixD. A more detailed discussion of the statistical mechanics and

methods will be presented in Chapter4.

Atomic boron (1s2 2s2 2p1) has two possible ground state configurations (2P0
1/2,

2P0
3/2) separated by 15.254 cm−1 [46] from which the REMPI process can occur.
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Figure 2.4: Predicted variation in equilibrium constant as a function of
temperature for diborane dissociation equation (2.2) and hydrogen abstrac-
tion reactions from BHx, x = 1 – 3 species, equation (2.5).

This can be achieved by a 3 colour double resonance scheme [17] or more simply,

by 1 colour REMPI via the 2s23s1 state ((1+1) REMPI,2S1/2, 40040 cm−1) or the

2s24p1 state ((2+1) REMPI,2P0
3/2, 57787.0 cm−1; 2P0

1/2, 57786.3 cm−1), Figure2.3

[18].

2.3 Experimental

The experimental set up has been described previously [47] and is shown in Figure

2.5. The CVD chamber consists of a 6-way cross (baseline pressure 10−2 Torr)

fitted with quartz windows to enable transmission of the probing laser. The filament

(Ta, 250µm dia. 7 coils,∼ 3 mm coil dia.) is attached to the top flange, via a mount

which moves normal to the incident laser beam. The temperature of the filament

is measured by a 2 colour pyrometer (Landmark X) mounted perpendicular to the

filament laser plane. Hydrogen (98-99 sccm), Methane (0-5 sccm) and Diborane

(4.75% in H2; 0-1 sccm) are mixed before introduction to the chamber and the
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pressure is regulated at 20 Torr.

Figure 2.5: Experimental setup for REMPI studies of boron atoms in CVD
reactor. Two side arms of the reactor have been omitted for clarity.

1+1 REMPI detection occurs at a wavelength of 249 nm generated by a Nd:YAG

pumped dye laser (Surelight 11-10, third harmonic (355 nm), pumping a PDL3) at

10 Hz using LD490 dye mixture and a BBO doubling crystal. B atoms are detected

using (2+1) REMPI with a wavelength∼346 nm [18] using the same laser system

but with an LDS 698 dye mixture (end pumped) and a KD*P doubling crystal (in

conjunction with the 2nd harmonic output from the Nd:YAG laser). H atom detec-

tion occurred at∼ 243.1 nm using a Coumarin 480 dye mixture and a BBO double

crystal, together with 355 nm pumping.

The fundamental and frequency doubled dye laser light are separated using a

Pellin Broca prism and the doubled light (pulse energy 1-3 mJ), is steered via a

right angle prism and focused with a 25 cm Quartz lens to a spot about 1 mm
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above a probe wire (Pt, 0.5 mm dia) in the centre of the chamber. The wire is

biased to -50 V so as to detect positive ions generated in the laser focal volume.

Any transient pulse so detected is passed onto an oscilloscope (LeCroy 9450) and

recorded on a PC via a GPIB interface. UV light passing through the chamber

is reflected into a cuvette of fluorescent dye (Rhodamine 6G). The fluorescence

is measured using a photodiode and the values are used for power normalisation.

Undoubled light, (exiting along a different axis) from the Pellin-Broca prism, was

passed through a beam splitter which reflected a fraction of the light into a wave

meter (Coherent Wavemaster). The signal from this photodiode was monitored as

the laser wavelength was scanned using a boxcar averager (SRS) and recorded on

the PC. Data were recorded using the in house “Drive” program.

For investigations involving B2H6 / H2 gas mixtures, filaments were first baked

in H2 background, then for a further hour after the introduction of diborane to the

system at 2100◦C prior to making any measurements. For experiments using CH4

/ B2H6 / H2 gas mixtures, the filament was preconditioned in CH4 / H2 at 2100◦C

for 6 hours. Diborane was then introduced before experimenting 1 hour later.

2.4 Results

2.4.1 (1+1) REMPI of Boron Atoms

Initial studies focused on the (1+1) REMPI of boron atoms using the 3s←− 2p

transition at 40040 cm−1. Figure2.6shows a typical broad spectrum.

Recalling the Grotrian diagram (Figure2.3), we can see that this should be a

strongly allowed one-photon transition satisfying all elements of the Laporte selec-

tion rules. This is confirmed by the short radiative lifetime of the . . . 3s1 (2S1/2)

excited state,τ ∼ 4 ns [48]. Population excited to the . . . 3s1 state by one photon
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Figure 2.6: (1+1) REMPI spectra of B atoms in HF reactor at 0.0475 %
B2H6 / H2, with a Tfil of 2273◦ C at 20 Torr.

absorption can thus be lost by spontaneous fluorescence with rate constant (kspont)

or by interacting with a further photon (kion). The large width of the observed transi-

tion can be understood by assuming that the rate of stimulated emission (kstim [B∗])

back to the ground state is much greater then the ionisation rate, Figure2.7. Both

processes have linear dependencies with the laser intensity whilst only the latter

process generates the B+ ions we depend on for detection.

2.4.2 (2+1) REMPI of Boron Atoms

Figure 2.8 shows a composite power-normalised (2+1) REMPI spectrum of the

2s14p1 ←− 2s12p1 transition of the boron atom, using 0.0475 % B2H6 in H2 gas

probed at a distance of 0.5 mm below the filament maintained at 2273 K.

The lineshapes consist of two closely-spaced and incompletely resolved transi-

tions to the J =1
2

and 3
2

spin–orbit components of the excited 4p1 state. There is
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Figure 2.7: Grotrian diagram showing the competitive processes for
atomic boron (1+1) REMPI process.
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Figure 2.8: 2s24p1 ← 2s22p1 B atom (2+1) REMPI signal of 0.0475%
B2H6, filament temperature (Tfil ) = 2273 K at 20 Torr and a laser focus at d
= 0.5 mm from the filament. Red line is a Lorentzian least square fit to the
expriemental data.

a corresponding feature from the2P3/2 level of the ground (2p1) state 15.25 cm−1

to lower wavenumber. The different populations of the two spin–orbit components
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(2.7) of the ground state, in combination with the wavelength dependant variation

in UV output (due to the fixed KD*P crystal experimental setup), leads to the two

peaks having different intensities. However, as studies focused on changes in rela-

tive intensities, both transitions could be used to monitor process conditions.

N3/2

N1/2

=
2J ′ + 1

2J ′′ + 1
exp(−∆E/kT ) (2.7)

Each of the major features is fitted to two Lorentzian functions, by means of a

least squares fitting algorithm, indicating that the lineshape is dominated by a ho-

mogeneous broadening mechanism. It is instructive to consider the various possible

line broadening contributions to the measured lineshape. The laser linewidth itself

is < 0.2 cm−1 in the UV and negligible on the scale of the present measurements.

Equation (2.8) describes the Doppler contribution to the Full Width Half Maximum

(FWHM) of a transition whilst probing a volume in local thermodynamic equilib-

rium (i.e. a Maxwellian velocity distribution).

∆νD =
ν0

c

√
8kT ln2

M
(2.8)

whereνo is the central line transition frequency,c is the speed of light andM is the

mass of the probed species in kg.

At typical near filament gas temperatures (1800 K), the Doppler contribution to

the FWHM would be∼ 0.53 cm−1 (c.f the total FWHM of 1.9 cm−1). Pressure

broadening will be negligible under the prevailing experimental conditions. The

Lorentzian broadened boron signal is thus most readily attributed to the effects of

power broadening whereby the second step of the (2+1) REMPI process is assumed

to be partially saturated. This is not uncommon in (m+1) REMPI processes (m> 1)

that the one photon transitions from the 2s14p1 state to the ionisation continuum

is much more probable than the initial 2 photon absorption. The (probable) one
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photon ionisation reduces the excited state lifetime and thus increases the FWHM

because of the Heisenberg uncertainty principle (2.9).

∆ν∆t ∼ 1

2π
(2.9)

This effectively reduces the stabilising resonance effect of the 2s14p1 excited

state and masks both the Doppler broadening and the 0.638 cm−1 excited state

splitting. Figure2.9(a)shows the relationship between the (2+1) REMPI signal

for B atoms at 57771.760 cm−1 and the incident laser pulse energy, and provides

further support for the idea that the (2+1) REMPI process is partially saturated

under experimental conditions.

For an ideal (m+1) REMPI system, where the m-photon step is rate limiting, the

ion yield signalS should scale with the laser intensityI (and thus the pulse energy)

according to:

S ∝ Im (2.10)

Thus for a (2+1) REMPI system,m should have a value of 2, but in this system,

as Figure2.9(a)shows, the measured gradient is 1.61 which is consistent with the

previous discussion. Analogous studies of H atoms using (2+1) REMPI centred at

243.1 nm under similar conditions gaveS ∝ I2 and Doppler widths consistent with

eq (2.8) [40]. (Note that the Doppler broadening is∼
√

10 greater in the case of H

atoms because of their much lighter mass).

B2H6 / H2 gas mixtures

B atom REMPI signals have been characterised as functions of process conditions

with all data being power normalised according to Figure2.9(a). Results show
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Figure 2.9: Fundamental Tests of (2+1) REMPI signal of B Atoms in the
HF–CVD environment

that REMPI can easily detect B atoms in a HF activated 0.00475 % B2H6 / H2

gas mixture (Figure2.9(b)) and that there is a positive correlation between B atom

REMPI signal and diborane concentrations.

Figure2.10shows the measured variation in B and H REMPI signals with in-

creasing distance from the hot filament. The observed decline in H atom REMPI

signal with distance is consistent with atomic hydrogen dissociation mediated on

the surface of the filament with a local maxim near the filament, as discussed in

Section2.2.2. The local gas temperature in the volume probed by the laser, can be

deduced from the Doppler contribution to the FWHM using equation (2.8). Fig-

ure2.11shows a gradual decrease in temperature with increasing distance from the

filament. The introduction of diborane reduces the temperature (deduced from the

FWHM of the H REMPI scans) of the gas mixtures in the region of the filament

by approximately 300 K. Measured B REMPI signal increases with distance which

is in contrast to the results for H atoms (and CH3 radicals from previous studies
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Figure 2.10: Graph showing the relationship between the distance between
the laser focus and the HF and REMPI signal for boron atoms (laser fre-
quency of 28885.9 cm−1) and H atoms (laser frequency of 41128.5 cm−1)
with a gas mixture of 0.0475% B2H6 / H2 with Tfil = 2273 K.
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Figure 2.11: Temperature profiling of HF reactor operating with pure H2

and a filament temperature of 2673 K using H atom Doppler broadened
line shapes and equation2.8to estimate local gas temperature [49].

[44]). This is unprecedented behaviour for a transient species in a HF reactor. As-

suming ideal gas conditions for the reactor, it is a fair approximation that under
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constant pressure, the local number density is inversely proportional to the local

temperature. The local number density is proportional to the REMPI signal. Using

the Smithet al. [49] temperature profiles, Figure2.11, we suggest that the boron

atom mole fraction will be almost constant across the whole chamber, with no local

maxim near the filament.

Measurement of B REMPI Signal versus Tfil provides further insight into the

role of the HF. Figure2.12 shows that the B REMPI signal is highly dependent

upon Tfil with a maximum in B REMPI signal at 2173 K. H REMPI measure-
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Figure 2.12: Filament temperature effect on (2+1) REMPI signal for B
atoms (28885.9 cm−1) and H atoms (41128.5cm−1) for 0.0475% B2H6 in
H2 with a laser focus at d = 2 mm from the filament.

ments, under the same conditions, show that H atom production increases with the

filament temperature, again consistent with surface enhanced H2 −→ 2 H dissoci-

ation. The increase in atomic boron REMPI signal with Tfil can be attributed to a

shift in the equilibria of hydride extraction reactions caused by the increase in H

atom production (2.5) (2.6). The sharp decrease in [B] at high Tfil is very unusual

and shows that boron production is directly related to filament properties because
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there is no reduction in H atom production throughout the process window studied.

We suggest this sharp decrease is due to a local surface melting of a tantalum boride

layer present on the filament (TaB, melting point 2313K; B melting point 2349K

[50]), causing the filament to become a reservoir for BHx species. Despite this

phase change, the surface continues to catalyse molecular hydrogen dissociation

reactions resulting in an increase in H atoms in the system. This theory of surface

activation is supported by SEM cross sectional images of spent filaments, which

reveal an annular surface layer (conceivably tantalum boride) around the tantalum

wire core, Fig2.13. The outer surface structure shows evidence of localised melting

and re-solidification, Fig2.13(b).

These conditions under which B atoms are formed is very similar to a method

of producing high purity boron by the thermal decomposition of BBr3 [51] and

suggests that boron does not readily react with the hot metal surface and that the

outer layer consists of BHx rather than TaBx.

(a) (b)

Figure 2.13: (a) SEM cross section of a borodised filament. (b) the
borodised surface showing evidence of localised melting.

60



B2H6 / CH4 / H2 gas mixtures

Preconditioning treatment of the filament sequentially, first with methane and then

with diborane, leads to formation of a double layer round the tantalum wire, Figure

2.14. The inner layer is presumed to be a tantalum carbide layer which reacts with

B2H6 in the second stage of the preconditioning to form an amorphous carboboride

layer.

(a) (b)

Figure 2.14: (a) SEM image consistent with borodation of a carborised
filament (b) Close up view of the boron carbon interface.

Figure2.15(a)shows how the measured boron REMPI signal varies with dib-

orane input concentration with a background gas mixture of 1% CH4 / H2 at 20

Torr. The results show the same trends as the B2H6 / H2 gas mixture with the same

high level of sensitivity. With the carborised filament, an increase in filament tem-

perature leads to an increase in B atom production, unlike the borodised filament,

Figure2.15(b).

We suspect that the observed differences in the filament properties are due to the

difference in the melting points between the amorphous carboboride outer layer of

the carborised filament (melting points B4C 2623 K [50]) and the TaBx layer (TaB,

melting points TaB 2313 K [50] and B, melting point 2349 K). We suggest that the
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Figure 2.15: (a) The relation between % B2H6 and REMPI signal at Tfil

= 2273 K. (b) Correlation between Tfil and atomic boron REMPI signal
for 0.0475% B2H6: Both recorded in 1 % CH4 / H2 gas mixtures with a
laser frequency of 28885.6 cm−1 and a laser focus at d = 2 mm from the
filament.

carborised filament does not undergo a phase change for the temperature window

investigated. These results suggest that the filament acts as a temperature dependent

sink for BHx species.

Figure 2.16 shows effects of the carborised filament and methane in the gas

mixture on B REMPI signal as a function of distance for two temperatures. At

2273K, the data indicates that there is a maximum in B number density at d = 4 mm

from the filament. In the regions close to the filament, the loss in B REMPI signal

is ascribed to B atoms and other BHx species being adsorbed into the filament. In

the cooler regions studied (d> 5 mm), the atomic boron number density drops

substantially, suggesting a loss mechanism. At 2673K, there is a major change in

filament behaviour. The B REMPI signal peaks in the hotter gas regions of the

reactor (d< 4 mm), which correlates to B atoms evaporating from the filament. In

the region where d is between 4 and 14 mm, there is an increase in B REMPI atom

signal, which is similar to the trend shown in Figure2.10and when d> 14 mm, the

B REMPI signal decreases.

Experimental studies of B atom reactions with hydrocarbons mainly focus on
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Figure 2.16: Correlation between distance between the laser focus and HF
and signal for 0.0475% B2H6 in CH4 / H2: laser frequency of 28885.6 cm−1

and Tfil = 2273K, 2673K .

methane insertion [52] and cross beam reactions with acetylene [53]. Boron reac-

tions with methane are very unlikely as boron insertion reactions have an activation

barrier of 68.6 kJ mol−1 and hydrogen abstractions have an even more unfavourable

reaction activation barrier of 149.0 kJ mol−1 [52]. Methane, in the presence of H

atoms and H2, inter-converts to acetylene and other species in high temperature

regions of a CVD reactor; the acetylene so formed then diffuses back into cooler

regions [54]. Boron insertion reactions with acetylene occur via addition to the car-

bonπ system and subsequent rearrangement to HBC2,which is isoelectronic with

C3. This process is slightly exothermic by 6.9 kJ mol−1 [53]. We suggest that this is

the loss mechanism for boron as acetylene concentrations are greater in the cooler

regions of the reactor whereas in the hot regions the reaction favours the B and

C2H2 reagents.
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2.5 Conclusions

These are the first recorded REMPI studies of the behaviour of atomic boron and

atomic hydrogen, in HF activated B2H6 / CH4 / H2 gas mixtures.

By probing the radial distribution of boron atoms from the HF, we have shown

that, under CVD conditions, atomic boron does not form a stable reservoir species

with other borane species (B2Hy) and only combines with carbon species (when

present) most probably to form HBC2 in the cooler regions of the reactor.

These results suggests that for the same power into a tantalum filament pro-

cessed in H2 or CH4 / H2, a borodised filament will run at a lower Tfil and give

rise to a relative higher H atom number density, which implies that the filament

provides an efficient catalytic surface for mediating hydrogen dissociation at low

Tfil i. e. more of the filament’s power is used in hydrogen dissociation rather than

increasing Tfil .

The tantalum filament also acts as a sink for BHx species resulting in the for-

mation of boride layer. However, when a borodised filament undergoes a phase

change, which occurs within the temperature range studied, there is an increase in

the efficiency of BHx species incorporation into the HF. This results in a decrease

in the atomic boron number density in local vicinity of the HF.

This pioneering study of B atom number density in HF activated B2H6 / H2 and

B2H6 / CH4 / H2 gas mixtures has been repeated and extended by Ph.D student Dane

Comerford, along with complementary modelling of BHx interconversion reactions

by Mankelevich [55]. It has also served to trigger preliminary modelling studies of

BHx addition to a simplified version of the diamond{100} surface – this forms the

subject of the next chapter.
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Chapter 3

BHx Addition to the {100} surface of

Diamond.

The aims of the preliminary theoretical investigations reported here were to identify

likely boron growth species and to investigate plausible mechanisms for both B in-

corporation into, and B loss from, the reconstructed{100} surface during diamond

CVD.

3.1 Introduction

3.1.1 Ab-Initio Computational Chemistry Theory

The term computational chemistry covers a broad spectrum of work. There are two

broad areas of computational chemistry research,ab-initio and molecular mechan-

ics calculations.Ab-initio methods model electronic interactions within species,

with a quantum mechanical description, whilst the molecular mechanics approach

uses empirical potentials to describe atomic interactions and is discussed further in
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Chapter4.

The scientific foundation ofab-initio calculations is the Schrödinger wave equa-

tion, which links the kinetic and potential energy of a system into a Hamiltonian,

Ĥ. This leads to an unsolvable yet true wavefunction equation, (3.1).

ĤΨ = EΨ (3.1)

To attempt approximate solutions of eq (3.1), the Hamiltonian can be broken

down into the more important constituent components: The kinetic energies of the

electrons and nuclei,̂Te, T̂n, and the Coulombic interactions between similar and

opposite charges,̂Vee, V̂nn, V̂en; equation (3.2).

Ĥ = T̂e + V̂ee + V̂en + T̂n + V̂nn (3.2)

The Born-Oppenheimer approximation states that there is a large distinction

between the timescales of the nuclear and electronic motion and thus the electronic

component of the wavefunction can be decoupled for any fixed nuclear distance,

(3.3). The electronic Hamiltonian can thus be expressed in terms which directly

relate to the electron’s coordinate systems (r) for a fixed nuclear arrangement (R).

ĤeΨe(r, R) = EeΨe(r, R) (3.3)

In practise, the variational method is used to refine the wavefunction starting from

an initial approximation, usually a physically plausible guess. It can be shown that

the expectation value of the Hamiltonian for any trial wavefunction must be greater

than or equal to the true ground state energy of the system,E0, (3.4) [1]. Hence

by using an initial guess,Ψ0 then varying numerical coefficients determining this

trial wavefunction, the expectational value of eq () is at a minimum, giving the best
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possible wavefunction.

∫
Ψ∗ĤΨdr∫
Ψ∗Ψdr

≥ E0 (3.4)

Using the variational method usually requires the adoption of an approximate form

for the wavefunction. The most common approach is the the molecular orbital ap-

proximation, whereby, for a many-electron system, the overall electron wavefunc-

tion Ψ of equation (3.3), is written as a product of individual n -electron wavefunc-

tionsΦ (3.5).

Ψ(r1, r2, . . . rn) = Φ1(r1)Φ1(r2) . . . Φ1(rn) (3.5)

These individual 1-electron wavefunctions, usually referred to as molecular or-

bitals, can be described by basis sets and modelled by gaussian functions. For

molecular species, it is usual to describe the wavefunction as a combination of

molecular orbitals which in turn can be constructed from linear combinations of a

set of atomic orbitals, (3.6). This set of atomic orbitals is usually referred to as the

basis set.

Φ =
N∑

i=1

aiϕi (3.6)

Equation (3.5) does not account for the Pauli exclusion principle and the in-

distinguishability of electrons, but describing the wavefunction in the form of a

Slater determinant overcomes these shortfalls, (3.7), whereα andβ represent the
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Ms= ±1/2 projection of the electronic spin.

Ψ =
1√
n!

Φ1(r1)α(1) Φ1(r1)β(1) Φ2(r1)α(1) . . . Φn
2
(r1)β(1)

Φ1(r2)α(2) Φ1(r2)β(2) Φ2(r2)α(2) . . . Φn
2
(r2)β(2)

...
...

...
...

...

Φ1(rn)α(n) Φ1(rn)β(n) Φ2(rn)α(n) . . . Φn
2
(rn)β(n)

(3.7)

One of the weaknesses of Hartree Fock calculations is the poor treatment of

the correlation behaviour of electrons. This limits the accuracy of the calculations.

One method of compensating for the electronic correlation deficiency is to simplify

the mathematical descriptions of the wavefunction and to introduce empirical co-

efficients which can be optimised to experimental parameters. This semi-empirical

approach, which includes the AM1 and PM3 methods, is favourable in systems with

large number of atoms as the simplifications dramatically increase the speed of the

calculation, but they lack high levels of accuracy.

The accuracy of theab-initio calculations can be improved by explicitly in-

cluding an electronic correlation functional in the HF calculation. Examples of this

approach include the incorporation of Møller Plesset perturbation theory to produce

the MPn computational method.

The coupled cluster approach is an elegant and accurate computational method.

Equation (3.8) shows the introduction of a cluster operatorT, which is the sum of

all possible single-electron interactions for the number of electrons in the system,

N [2].

Ψ = eTΨHF whereT =
N∑

i=1

Ti (3.8)
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The exact solution of the summation ofT leads to the same results as a calcu-

lation that considered all possible electronic interactions. However, expanding the

exponential as a Taylor series enables an easier mathematical method for truncating

the extent of the electronic interaction, Equation (3.9)

Ψ =

(
1 + T +

T2

2!
+

T3

3!
+ . . .

)
ΨHF (3.9)

3.1.2 Density functional theory

All descriptions of molecular properties so far discussed have derived from elec-

tronic wavefunction definitions and manipulations. Electronic density,ρ, can also

be used to compute molecular properties.

The foundations of density functional theory (DFT) calculations were laid by the

Hohenberg-Kohn Theories [3], [4]. The first of these theories describes the nature of

mapping of ground state electronic density to the ground state wavefunction while

the second is a modification of the variational principle which enables the same

principle to operate in a DFT system.

By combining these theories [5], a generic description for a DFT method can

be formed, (3.10). This describes the combination of the kinetic energy (T [ρ(r)])

and the electron-electron interaction (Eee[ρ(r)]]) in terms of a system independent

functional, the Hohenberg-Kohn functional,FHK . This equation is essentially the

Schr̈odinger equation (3.1) and thus can not be directly solved.

FHK [ρ(r)] = T [ρ(r)] + Eee[ρ(r)] (3.10)

The electronic interaction term can be simplified into a known coulombic inter-
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action,J [ρ(r)] and a non classical potential interaction,Encl[ρ(r)].

Eee[ρ(r)] = J [ρ(r)] + Encl[ρ(r)] (3.11)

The Kohn-Sham approach bypasses the inherent problem in solving (3.10) by

describing the kinetic energy functional of the electrons by comparison with a sys-

tem where there are no electron-electron interactions. The non-interacting system

accurately describes the kinetic energy,TS, which is comparable to the real sys-

tem, but leaves a small part of the energy,TC , to be described by other methods.

This leads to the formation of the Kohn-Sham functional, equation (3.12) and a new

term, the exchange correlation energy,EXC , which is defined as the combination

of the non classical interactions and the residual kinetic energy, equation (3.13).

FHK [ρ(r)] = TS[ρ(r)] + J [ρ(r)] + EXC [ρ(r)] (3.12)

EXC [ρ] = TC [ρ] + Encl[ρ] (3.13)

Different theories have arisen from different levels of describing the exchange

correlation function as a function of electron density with the only requirement

for the value ofρ being that it must be single valued at all positions. The Local

Density Approximation (LDA) approach describes the exchange functional as being

derived directly from the electron density of a system of free electrons at a particular

position.

The generalised gradient approximation (GGA) uses the local density informa-

tion (as in LDA) in conjunction with information regarding the density gradient in

order to account for the non-uniform electron density distribution. In practice, the

exchange correlation functional is often broken into its constituent parts for ease of
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calculation and the general form is expressed in equation3.14

EGGA
XC [ρ(r)] = ELDA

XC [ρ(r)] + δEXC

[ |∇ρ(r)|
ρ4/3(r)

]
(3.14)

The most common way of obtaining these functionals is to fit suggested empir-

ically formulae to the experimental data for the exchange and correlation energies

(usually the noble gases). This approach has led to the development of the more

common functionals; The B exchange functional by Becke [6] and the correlation

term LYP [7] (though strictly the latter term is not an LDA correction method, it is

empirically calibrated to the helium atom values).

It can be shown that the exchange correlation energy can be expressed as a

function ofλ, the measure of inter-electronic interaction [5], (3.15).

EXC =

∫ 1

0

Eλ
ncldλ (3.15)

Whenλ = 0, the system correlates to the Kohn-Sham non-interaction system, while

whenλ =1,EXC is not known but can be described adequately by one of the GGA

methods. Assuming thatEncl has a linear dependence onλ, equation (3.15) can be

approximated as equation3.16.

EXC =
1

2
Eλ=0

ncl +
1

2
Eλ=1

ncl (3.16)

Becke [8] expanded the above ideas and used empirical coefficients to effec-

tively weigh the contribution to each section using his B exchange functional and

the PW91 correlation functional. The constants were optimised for a large number

of molecular species. Equation3.17shows the expansion of the most popular DFT

hybrid function, B3LYP [9], with the coefficients directly imported from Becke’s

BPW91 model combined with the LYP correlation term. B3LYP methods show a
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good correlation with well studied experimental reactions [10].

EB3LY P
XC = (1− a)ELDA

X + (1− c)ELDA
C + aEλ=0

XC + bEB88
X + cELY P

C (3.17)

3.1.3 Potential Energy Surface

The Potential Energy Surface (PES) is a multi-dimensional surface which corre-

lates the potential energy of a species with its geometry. These surfaces are often

complex as the number of dimensions required scales with the degrees of freedom

of the system. To enable easier visualisation, internal co-ordinates are restricted,

typically along the reaction pathway. The main features of these surfaces are the

identification of minima and transition states (first order saddle point) along reaction

pathways, Figure3.1. These features can be identified by gradient related iterative

processes.

Figure 3.1: Cross section through a bimolecular PES.

3.1.4 Thermodynamics

The classic description of the thermodynamic feasibility of a reaction occurring

is defined by the Gibbs energy of the process,G. (3.18). The Gibbs energy for a
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given species is made up from an energy contribution, the enthalpyH (derived from

the potential energy surface (PES)), and a temperature dependent entropic term,S,

which can be calculated from the individual population of the energy levels of the

species using statistical mechanics (??).

G = H + TS (3.18)

In order for a reaction to occur, there must be a negative value for the change in

Gibbs free energy from reactants to products.

3.1.5 Transition State Theory (TST)

For a bimolecular reaction sequence, (3.19), two reagents collide and react to form

the product. This usually happens via an activated complex, the transition state.

The rate at which product forms depends on the concentration of the two reagents

and the rate coefficient at which these species react,k.

A + B −→ (AB)‡ −→ products (3.19)

k can be described by the experimentally determined Arrhenius law (3.20) show-

ing that reaction rate depends on the activation energy of the reaction,Ea and the

temperature of the system,T [11].

k = A e−Ea/RT (3.20)

Theoretical modelling of reaction dynamics focused on the interaction between

the transition-state and the reagents is the key to understanding reaction rates. It

can be shown that, for non-equilibrium situations, the rate coefficient using conven-
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tional transition-state theory (CTST) can be described as a function of the various

total partition functions (q) of the reagents and the transition states, (3.21) [12].

kTST (T ) =
kBT

h

q‡
qA qB

e−Ea/RT (3.21)

The partition functions,q, can be expanded into their constituent parts (3.22)

and evaluated separately using statistical mechanics.

q = qe qv qr qt (3.22)

However, the construction of CTST includes many assumptions regarding the

nature of the transition from reagents to products, for example CTST assumes that

once activated, all reagents are completely converted into the products.

Variational Transition State Theory addresses this problem, and others, by cal-

culating rate constants along different points on the reaction pathway and whichever

position yields the lowest rate is considered to be the most accurate.

3.2 Method

As in previous modelling studies of the carbon growth step on a diamond (2×1)

{100} surface [13] our calculations are based on a unit cell model of diamond,

a C9H14 cluster (structure A in Figure3.2: c.f. Figure 1.2). Potential energy

minima and transition states were fully optimised using the standard B3LYP func-

tional together with the 6-31G* basis set within the Gaussian 03 program package

[14]. Vibrational frequencies were computed to confirm the nature of the stationary

points as either minima (all real frequencies) or transition states (one imaginary fre-

quency). Single-point B3LYP energies were computed at the B3LYP / 6-31G* ge-
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ometries using the larger 6-311+G(2df,p) basis set. All reported energy differences

(∆E) and activation energies (Ea) are based on B3LYP / 6-311+G(2df,p) energies

with the B3LYP / 6-31G* geometries and zero-point energy corrections. Based on

the computed vibrational frequencies and rotational constants, rigid rotor-harmonic

oscillator statistical mechanics was carried out at various temperatures using Gaus-

sian 03 to generate free energy thermal corrections to the B3LYP / 6-311+G(2df,p)

energies. The standard free energies of activation and free energies of reaction re-

ported later in this work are derived in this way.

The computedE andG values, and the temperature dependence of the latter, are

affected by various errors due to the use of approximate density functional theory

(B3LYP), the use of a small model cluster for the diamond surface, and the use

of the rigid rotor-harmonic oscillator approximation for computation of thermal

effects. Taken together, these errors could, in principle, lead to a total error on

relative energies of well over 50 kJ mol−1. However, the error is unlikely to be this

large in all cases, and some error cancellation is expected.

As discussed later in AppendixA, benchmarking CCSD(T) calculations using

the much larger cc-pVQZ basis have been carried out (at the B3LYP / 6-31G* ge-

ometries) for one simple case, to calibrate the B3LYP method. These latter calcu-

lations were carried out using the MOLPRO program package [15].

Rate constants have been calculated using a custom “in-house” program using

canonical transition state theory.

3.3 Results

Inclusion of the carbon-containing species into a diamond{100} surface has been

well documented (section1.4.3) and the various steps are summarised in Figure
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3.2. This study looks at the possibility that borane incorporation mimics the carbon

inclusion processes and hence focusses upon the feasibility of borane species addi-

tion to the diamond surface and their subsequent surface reactions. The geometries

of all optimised structures for the inclusion of carbon and boron containing species

can be found in AppendixB.

Figure 3.2: Mechanism for i) Hydrogen abstraction and surface activation
ii) Carbon incorporation into the diamond{100} surface. Process energies
(in kJ mol−1) for inter-conversion between the various species via addition
and / or elimination reactions as defined in the figure are indicated in italics.

3.3.1 Boron addition to the cluster surface

The initial step in the carbon inclusion process is the formation of a surface radical

site by a hydrogen abstraction from the diamond{100} surface (i.e. process A→

B in Figure3.2). This reaction was calculated to be virtually thermoneutral, (∆E =

–16.5 kJ mol−1) and to have a low activation barrier (Ea = 16.2 kJ mol−1), in good

agreement with previous calculated values [13].

Addition of the various gaseous BHx (x = 0–3) species to a surface site radical

has been modelled. Strong boron-carbon bonds result in the case that x = 0, 1 or
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2 (∆E = –363.0, –420.7 and –408.3 kJ mol−1, respectively), comparable to the

energy release upon carbon bond formation when CH3 adds to the same surface site

(∆E = –353.8 kJ mol−1).

The optimised structure for BH addition (Figure3.3(a)) shows that the ad-

sorbed boron atom aligns its empty valence p-orbital parallel to the strained{100}

carbon-carbon bond, presumably due to a stabilising hyperconjugation interaction.

BH3 addition to the surface is calculated to be a much less exothermic (∆E = –

46.9 kJ mol−1) process, with the adsorbed BH3 adopting a mildly distorted trigonal

geometry, which coordinates to the diamond surface radical site through the unoc-

cupied p orbital, Figure3.3(b).

(a) (b)

Figure 3.3: Figures showing the optimised geometries for the C9H14 clus-
ter with adsorbed (a) BH species (with the empty orbital (LUMO) high-
lighted) (b) BH3 species.

Hydrogen abstraction from the surface bound BHx, x = 1,2, species occurs via

analogues of reaction (2.5). As in the gas phase case [16], [17], abstraction may

occur either directly, or via a sequential mechanism in which H atom addition is

followed by loss of H2. In the case of surface bound BH2, H atom loss via the se-
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quential mechanism involves an initial exothermic (∆E = –68.4 kJ mol−1) addition

to form a surface bound BH3, followed by loss of H2 via an endothermic (∆E =

56.0 kJ mol−1), barrier-less transition. The overall conversion is a mildly exother-

mic process (∆E = –12.4 kJ mol−1). Abstraction from surface bound BH is much

more exothermic (∆E = –120.9 kJ mol−1). Transition states for both the direct and

indirect abstraction processes have not been located but, by analogy with the reac-

tion of H atoms with surface bound BH2, neither pathway is expected to involve a

significant energy barrier. Inter-conversion between surface-bound B, BH and BH2

is thus expected to be facile in the presence of H atom number densities (typically

> 1013 cm– 3 ) and at temperatures (700 – 1200 K) prevailing in successful diamond

CVD.
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3.3.2 Boron insertion into the diamond surface

Once a BHx species has attached to the surface, it then needs to be incorporated into

the surface layer. These studies, performed on the small cluster model, only focus

upon the insertion of boron into the dimer reconstruction. Boron incorporation

requires that the strained reconstructed{100} carbon-carbon bond breaks, and a

new boron-carbon bond be formed. Energetically feasible insertion pathways for

surface bound BH and B species have been identified, and are described in this

section.

As discussed previously (section1.4.3), the preferred mechanism for the carbon

insertion starts with the generation of the CH2 surface radical (D, Figure3.2) by a

hydrogen abstraction reaction, which initiates the breaking of the surface carbon-

carbon bond to form an unsaturated methylene group (E, Figure3.2) which then

cyclizes with the surface radical to form the adamantane structure (F, Figure3.2).

The transition states (TSs) for these two steps lie fairly close in energy, at 43.2

and 57.2 kJ mol−1 above that of the starting radical, similar to previously reported

work [13]. Our studies also identified a pathway for direct insertion of the pendant

CH2 group involving the surface dimer bond breaking as the new carbon-carbon

bond forms. However, this direct insertion reaction is not a major path for carbon

inclusion as the very high activation barrier (∼ 200 kJ mol−1) makes this process

unfeasible.

In contrast to the carbon case, the direct insertion mechanism with a pendant

BH is found to be more favourable (Ea = 32.5 kJ mol−1, ∆E = –89.5 kJ mol−1)

than the indirect pathway (78.0 and 70.3 kJ mol−1 for ring opening and closing

activation energies respectively). The relatively low energy of the direct pathway

is due to the availability of one empty (as well as the singly occupied) valence

p-orbital present on the boron atom which can directly interact with the second
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carbon atom of the dimer reconstruction. This enables simultaneous bond breaking

and formation. (Note that in the related all carbon sequence, (Figure3.2, steps

D −→ E−→ F), there is no analogous vacant p orbital). Both the indirect and direct

reaction mechanisms lead to the same species, which can undergo further H atom

addition reactions which terminate the remaining surface radical site and conclude

the B insertion process.

Figure 3.4 shows that there is also a direct insertion process starting from a

surface bound B atom. This also has a low activation barrier (Ea = 48.7 kJ mol−1)

and is an exothermic process (∆E = –29.4 kJ mol−1). Two subsequent H atom

additions to the inserted species result in the same stabilised product as that obtained

when starting from the surface bound BH species. The calculated energy barrier is

sufficiently low to encourage the view that it, too, may play a role in the growth of

B-doped diamond.
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Figure 3.5: Calculated temperature dependent Gibbs free energies of acti-
vation (Gact) for selected key steps in the incorporation of BHx species into
a diamond{100}) surface:× insertion of B;∗ direct insertion of BH;̀
ring opening for BH insertion;f ring closing for BH insertion. Calculated
values for the0 ring opening for CH2 insertion;6 ring closing for CH2

insertion are included for comparison.
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Figure3.5shows the temperature dependence of the free energies of activation

for the key TSs involved in these various B insertion processes, calculated relative to

the respective surface bound activated species. The gradient of each line is caused

by a change in vibrational entropy in forming the transition state with a positive

value correlating to a decrease in entropy andvice versa. Direct insertion of BH

is calculated to involve the transition state of lowest free energy at all temperatures

<1500 K. Also shown, for comparison, are the corresponding temperature depen-

dent activation free energies for carbon insertion starting from the surface bound

CH2 species (structure D in Figure3.2).

Figure3.5 shows that the transition states involved in all of the ring opening

and closing reactions, for both boron and carbon, are calculated to lie higher in free

energy than that for the direct BH insertion process.

Using simple TST, rate constants for the major carbon and boron inclusion re-

actions have been calculated. These are given in tablesC.1 & C.2 in AppendixC.

The reaction rates mirror observed trends in the activation energies.

The present mechanism would lead to the incorporation of a trivalent boron

species into the diamond surface, yet boron is found to form 4-coordinate centres

(similar in electronic and geometric structure to the BH4 radical) in bulk boron-

doped diamond [18]. Further work is needed to address this conversion and to

monitor the sub-surface effect which boron species may have on the subsequent

steps involved in further diamond growth [19].

3.3.3 Loss processes from the diamond surface

As shown above, B, BH and BH2 species can readily attach to an activated surface

site on the{100} reconstructed surface and interconversion between these species is

likely to be facile under the conditions typically used for diamond CVD. Subsequent
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boron insertion (as BH) involves a significantly lower energy transition state than

those involved in CH2 insertion. As previously discussed (section1.4.5), diamond

growth is a balance between growth and etching processes. The extent of boron

incorporation into CVD diamond depends not only on the activation barriers for the

insertion steps, discussed in the previous section, but also on the relative rates of

carbon and boron loss.

The key intermediates in modelling possible loss processes are the surface bound

BHx and CHx species. Loss mechanisms involving species inserted into the surface

reconstructed dimers are unlikely processes because of the short lifetime of an iso-

lated inserted species. Any direct loss mechanism of a species inserted into a dimer

reconstruction will involve bimolecular reactions and these processes are several or-

ders of magnitude slower then the reverse unimolecular reactions of the ring open-

ing and closing mechanism. For example at 1200K, the lifetime for the hydrogen

abstraction reaction is 4.34×10−2 s whilst the lifetime for the carbon ring opening

and closing species are 9.43×10−11 s & 7.35×10−9 s respectively (AppendixC).

Figure 3.6: β-scission reaction pathways leading to a. & b. HBCH2 or c.
C2H4 loss from a diamond{100} surface. HBCH2 loss can occur either via
C–C bond fission (a.) or via B–C bond fission (b.).

86



Pendant CHy loss mechanisms from a dimer reconstruction are unlikely pro-

cesses. A direct unimolecular carbon loss mechanism (3.23) for these species re-

quires the breaking of a strong carbon–carbon bond which is very endothermic (∆E

= 353.8 kJ mol−1) and hence unfavourable.

Surf−CHy −→ Surf · + CHy (3.23)

Abstraction of methane by an H radical displacement reaction (3.24) is energet-

ically favourable (∆E = -69.3 kJ mol−1) but involves a very high activation barrier

(Ea = 133.2 kJ mol−1) [20].

Surf−CH3 + H −→ Surf + CH4 (3.24)

The least energetically demanding way to remove carbon from the surface is

by addition of a second carbon. This so-calledβ-scission mechanism is illustrated

as process c. in Figure3.6. CH3 addition to structure (D) in Figure3.2 results

in a pendant ethyl radical. Hydrogen abstraction by atomic hydrogen results in a

surface bound CH2CH2 species which can dissociate into the gas phase as ethene

leaving the original surface site (B in Figure3.2). This overall loss step is only

172.6 kJ mol−1 endothermic and is entropically favoured.

Figure3.7 shows that the free energy for ethene elimination by theβ-scission

mechanism is calculated to become favourable at higher temperatures (>1100 K).

The free energy of activation for this step or for the other loss processes has not been

calculated, but as these are endothermic reactions with no energy barriers above the

endothermicity, the free energy of reaction should be very similar to the free energy

of activation.

There are a greater variety of mechanisms that could contribute to loss of sur-
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Figure 3.7: Calculated temperature dependent free energies of
reaction for dissociation processes at a diamond{100} surface.
dSurf−BH2 + H −→ Surf−BH3; ` Surf−BH2 + H −→ Surf + BH3;
e Surf−BH3 −→ Surf + BH3; f Surf−BH3 −→ Surf−BH + H2; ×
Surf−C2H4 −→ Surf+ C2H4;1 Surf−BHCH2 −→ Surf+ CH2BH (Fig-
ure3.6b.);3 Surf−CH2BH −→ Surf+ CH2BH (Figure3.6c.)

face bound boron, due to chemistry that is made accessible by the empty valence

p-orbital located on the boron atom. There are two distinctβ-scission routes, anal-

ogous to the all-carbon chemistry, shown in Figure3.6, leading to loss of boron in

the form of gas-phase CH2BH. The first process is the more important one, as it

leads to cleavage of the surface carbon-boron bond. The alternative process, shown

in Figure3.6a., is less relevant as it only leads to carbon-carbon bond breaking. An

interesting observation is that the final bond-breaking step is significantly more en-

dothermic for process b. than for the carbon-carbon bond breaking steps in a. and

c. This can be explained in terms of the stabilisation in the precursor radicals: the

radical on the terminal CH2 group in the case of b is stabilised by delocalization into

the vacant p orbital on boron. There is no such stabilisation effect in the other two

cases. Boron loss by the reaction shown in Figure3.6b. only becomes favourable

above 1400 K (Figure3.7), so probably does not play a role under CVD conditions.
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A third mechanism has been identified for loss of a surface bound B species,

which can compete with the aboveβ-scission reactions. Figure3.4 shows that a

hydrogen atom addition to a surface bound BH2 species yields a surface bound

BH3 in an exothermic step (∆E = –68.4 kJ mol−1). The boron-carbon bond in

the latter adduct is rather weak (∆E = 46.9 kJ mol−1), so BH3 release into the gas

phase, and reformation of the starting radical species (B in Figure3.2), is a probable

process. The surface bound BH3 species can also lose H2, to form the surface bound

BH species. The calculated endothermicity of this process (56.0 kJ mol−1) is not

dissimilar to that for BH3 loss from the surface; it represents another pathway for

enabling the cycling between the various surface bound BHx (x = 0–3) species.

These processes are included in Figure3.4. Calculated temperature dependent free

energy changes for the BH3 loss processes are shown in Figure3.7.

BH3 loss to the gas phase can be modelled simply as the release of a surface

bound BH3 species, or as two successive steps involving, first, H atom addition to a

surface bound BH2 species followed by fission of the boron-carbon bond. Both re-

actions are calculated to be exoergic at temperatures relevant to growth of B doped

CVD diamond, though it is difficult to estimate their free energies of activation as

the appropriate reference points are unclear. Given that the steady state concentra-

tion of surface bound BH3 species is likely to be low, we suggest that it is probably

more reasonable to consider the latter (unimolecular) process as the rate limiting

loss step at diamond growth temperatures.

The weakness of the boron-carbon bond in the surface bound BH3 species offers

a B loss route for which there is no analogous carbon mechanism. Thus we conclude

that B incorporation into, and B loss from, the diamond{100} surface are both more

facile than is the case with carbon. However, a more complete elucidation of the

competition between the various incorporation and loss steps identified here would

require simulation of the full surface-growth kinetics, which is beyond the scope of
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the present work.

3.3.4 Conclusions

BHx (x = 0–3) species can bind to radical sites on the diamond{100} surface to

form stable adducts. Inter-conversion between the surface bound BHx species is

facile at the H and H2 number densities and temperatures prevailing in typical dia-

mond CVD conditions. Mechanisms for direct insertion of surface bound BH (and

B) species into a growing{100} face of diamond have been identified, as has an al-

ternative ring opening / closing sequence for incorporating BH. This latter process

is the boron analogue of the mechanism by which carbon addition into the{100}

surface is traditionally envisioned. Direct insertion of BH is calculated to involve

the transition state of lowest free energy at all temperatures<1500 K.

Several BHx loss processes from the surface have also been identified. The cal-

culated binding energy of a surface bound BH3 species is sufficiently weak that

direct loss into the gas phase is likely under typical CVD conditions. Boron can

also be lost from the surface as, for example, CH2BH, by aβ-scission mechanism.

Both B incorporation into, and B loss from, the diamond{100} surface are thus de-

duced to be more facile than the corresponding carbon addition and loss processes.

Estimates of the relevant energetics are a necessary precursor to any more com-

plete description of B incorporation during diamond CVD, even into just the{100}

surface, but a full description will eventually require proper simulation of both the

gas-surface interactions and the surface-growth kinetics.

The present conclusions are based on computations at the B3LYP level of the-

ory. Test calculations at the CCSD(T) level (AppendixA) for an even smaller model

system show that the computed B3LYP energetics are fairly reliable. The use of

such a small model for the diamond{100} surface is also a cause for concern.
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Chapter4 aims to resolve this by using a large hybrid DFT / MM procedure, en-

compassing the steric effects of the diamond surface, with the aim of looking at the

energetics of the fundamental steps of growth of a new monolayer of diamond.
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Chapter 4

Quantum Mechanical / Molecular

Mechanical Studies of Diamond

growth

Two main models exist for the incorporation of carbon in the form of methyl radi-

cals into a growing{100} diamond surface; the ring opening and closing insertion

in a dimer, and insertion across trough dimer rows (the HH mechanism). These

models form the basis of many Kinetic Monte-Carlo (KMC) simulations of dia-

mond. The thermodynamics and kinetics of these incorporation reactions are based

on studies performed upon models of the diamond surface, many of which incor-

porate a poor level ofab-initio theory resulting in uncertainty in the energetics

of diamond growth. Our investigations have employed density functional theory

(DFT) in conjunction with a large QM / MM cluster model to explore mechanisms

for possible carbon incorporation in three major sites for growth on the{100} face

of diamond as well as the corresponding direct insertion process for boron species

(Chapter3).
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Our studies have also addressed the possibilities of neighbouring activation and

surface migrations as a means for production of a smooth{100} diamond surface.

Our results confirm, and also dramatically improve upon reported energetics and

we discuss the validity of the main mechanisms in the light of our studies.

4.1 Introduction

4.1.1 Molecular Mechanics

The main challenges in computational chemistry are improving the accuracy of the

calculations and the size of computational model which can be studied. Chapter3

showed that application of quantum mechanics could yield high accuracy calcula-

tions with results comparable to experimental data. However, these techniques are

not very practical for systems containing large number of atoms (n> 30), due to

their non-linear scaling nature.

Molecular mechanical (MM) calculations offer an alternative process which

avoids complex electronic wavefunction calculations and originates from the early

modelling of the PES of simple chemical species studied by spectroscopic tech-

niques. The potential energy of the system is mapped out by a series of empirical

functions which approximate the atomic electronic interactions. The main parame-

ters which are used to define the PES are the changes in bond length, bond angles,

torsion angles as well as non-bonding interactions, Equation (4.1).

ETotal. =
∑

all
bonds

EBondStretch +
∑

all
angles

EBondAngle +
∑

all
dihedrals

ETorsion +
∑

all
atoms

ENon−Bonding

(4.1)
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(a) (b)

Figure 4.1: (a) Example showing the bond stretching and angle bending in
propane (b) Example of the torsion interaction about the central bond of a
hypothetical rotomer of butane.

The change in potential energy for a system due to the distortion of the bond

lengths and angles, Figure4.1(a), can be described by an harmonic oscillator func-

tion (4.2) based upon Hooke’s law for the extension of a spring. The energy of the

system directly relates to the displacement from the equilibrium geometry (x0) and

has a force constantk for the respective motion.

E = 1
2
kab(c)(xx − x0)

2 wherexx = rAB or θABC (4.2)

However, this model is only valid at small displacements as these functions fail to

describe dissociation into fragments adequately. Cubic and quartic expansion terms

with their respective force constants are often included in calculations to increase

accuracy, (4.3).
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E = 1
2
[k + k3(xx − x0) + k4(xx − x0)

2](xx − x0)
2 wherexx = rAB or θABC

(4.3)

Strain can be induced within a structure by the 3D arrangement of tertiary

groups connected to two bonded atoms. This torsion strain energy results from the

angle,ω, between these groups, Figure4.1(b), and is of the form shown in equation

4.4 [1]. The torsion potential energy is by definition periodic, with the minimum

energy configuration usually being an antiperiplanar construct.

ETorsion = 1
2
VJ

[
1 + (−1)J+1cos(Jω + φ)

]
(4.4)

whereVJ is the amplitude of the system,J reflects the local symmetry and the

periodicity of the torsion environment andφ is the phase angle which enables fine-

tuning of the system.

Non-bonding interaction can be separated into two components, electrostatics,

and steric interactions [2]. Electrostatic forms of interaction are included by the use

of simple coulombic interaction between charges present upon atomsqa, qb, sepa-

rated by a distancerab with a certain electropermeabitilty,εab, (4.5). This simple

equation can be expanded to include bond polarisation but this is beyond the scope

of this study [1].

Eelectro =
qaqb

εabrab

(4.5)

The non-electrostatic part of the non-bonding component of the MM energy has

been classified as a steric interaction. These Van der Waals interactions are usually
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described by Lennard–Jones type potentials between two atoms (4.6).

Evdw = 4Vab

[(
σab

rab

)12

−
(

σab

rab

)6
]

(4.6)

whereVab is the attractive well depth for the atomic pair andσ is the value of

r where there is no potential. For small to medium size systems, more realistic

interatomic potentials (e.g. Buckingham potentials) can be used instead, resulting

in better accuracy but these calculations require more computational resources.

All situations so far discussed have been in an ideal environment and further

complications can arise as the defining parameters (bond length, angle and torsion

angle) can couple together.

A key concept throughout MM theory is that, for each parameter, there is a

system independent equilibrium value. In reality, these parameters vary according

to the local environment, so MM models are parametrised for a selection of similar

chemical models using experimental orab-initio calculation results. This results

in the formation of different MM forcefields and types of forcefields which are

applicable to particular chemical environments.

4.1.2 Quantum Mechanics / Molecular Mechanics

Quantum Mechanics / Molecular Mechanics (QM / MM) is a hybrid technique

which combines the accuracy of a high level of QM theory calculation with the

large size advantages of MM calculations. A small region of the model, usually the

centre of the reaction studied, is treated at QM theory, which is connected to the

remainder of the model (usually a MM model).

The total Hamiltonian for the system, equation (4.7) (and hence the total en-

ergy, equation (4.8)) can be expressed in terms of Hamiltonian of the constituents

98



part, with the introduction of a term which describes the steric and electrostatic

interactions between these layers (ĤQM/MM ) [3].

Ĥ = ĤQM + ĤMM + ĤQM/MM (4.7)

Etotal. = EQM + EMM + EQM/MM (4.8)

Different levels of QM / MM theory arise from differing methods for describing

ĤQM/MM (eq (4.9) provides an illustration [4]) and the coupling methods between

the two different theory regions.

ĤQM/MM = ESteric
QM/MM −

Electronic∑
iM

QM

riM

+
Nuclei∑

αM

ZαQM

RαM

(4.9)

where M represents the MM atoms; i andα relates to the QM electrons and nuclei

respectively.

Connecting the two different regions proves to be problematic, as the boundary

between the two levels of theories usually occurs though a bond. Without modifica-

tions, this would lead to an unpaired electron in the QM region per bond connected

to the MM region causing distortion of the QM calculations. The MM calculation

would be unaffected as this level of theory explicitly neglects direct electronic inter-

actions. Common solutions to this problem include manipulation of the QM region

using a combination of hybrid and atomic orbitals to satisfy the valences (LSCF [5],

[6]) and use of link atoms [4] (also known as junction dummy atoms [7]). These

atoms (usually hydrogens) are added to the structure of the QM region to fulfil the

electronic vacancies created by cleaving the MM region. The link atoms are ex-

plicitly included in the QM calculation but have no direct interaction with the MM
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region.

The integrated molecular orbital and molecular mechanical (IMOMM) approach

to QM / MM calculations uses internal geometry referencing to reduce the number

of geometry variables used in the calculation [8]. This reduction occurs by redefin-

ing the coordinate system of the bridging MM atoms (represented by link atoms

in the QM calculation), in terms of coordinates based upon the QM model and the

remainder of the MM systems. This results in the bond and dihedral angles of the

link atoms being identical to the MM atoms connected to the QM region, enabling

any steric interactions from the MM region to be communicated into the QM region

as well as for the results of electronic interactions in the QM region to be commu-

nicated to the MM bulk. The redefinition of internal coordinates based upon either

the QM or MM regions enables the application of separate, standard energy and

geometry optimisation processes for the QM and MM regions.

Figure4.2shows an example of the QM / MM separation of M(P(CH3)3)2 from

ref [8] with Figure 4.2(a)showing the QM region capped with link atoms while

Figure 4.2(b) shows the real system modelled. The bridging MM atoms in this

example are the carbons in the pendant methyl groups.

Within the version of IMOMM used throughout this thesis [9], [10], the position

of the link atoms along the bond connecting the QM and MM regions is maintained

at a fixed ratio of the ideal QM-Hydrogen bond and the QM-MM bond length. The

IMOMM calculations also ignore all of the electrostatic interaction components of

the QM / MM Hamiltonian (4.9).

The IMOMM methodology can also be extended to include different levels of

ab-initio theory instead of the MM region within the IMOMO protocol [11] and

the N-layered Integrated MO and MM (ONIOM) protocol breaks the model down

into further subsections with each section being calculated with a different level of
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Figure 4.2: QM / MM region splitting examples using M(P(CH3)3)2 (a)
QM core with hydrogen link atoms (b) The real system (adapted from ref
[8]).

computational theory [12].

4.1.3 Previous Work

Incorporation of carbon from the gas-phase into the growing diamond surface within

this thesis, so far, has focused upon the isolated adsorption of a gas-phase species

upon a pristine diamond reconstructed surface and subsequent incorporation. How-

ever, Figure4.3 shows that there are many different sites upon a growing surface,

each with a different local environment, where different growth processes can oc-

cur.

Computational chemistry has been used to probe dynamics of the surface reac-

tions. Initial work focussed upon the investigations of methyl radical incorporation

into a growing surface, either into a dimer reconstruction by the ring opening clos-

ing mechanism (as discussed in Chapter3) or via the trough bridging mechanism,

Section1.4.3.

M. Frenklach and collaborators have been at the forefront of resolving these is-

sues and developing a consistent model for the growth of CVD diamond. Within the

calculations performed by Frenklachet al., the diamond surface is modelled using a
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Figure 4.3: Sketch showing different features for a generic surface from
[13].

two region system with an inner core described using the semi empirical PM3 [14]

and the outer perimeter using an empirical potential parameterised to PM3 [15].

There have been various size models for the PM3 region ranging from an isolated

cluster describing one reconstruction (C9H14) to two rows of reconstructed dimer

describing a3× 2 section of the the diamond surface (C40H52). Local minima upon

the PES were calculated using unrestricted Hartree-Fock theory in conjunction with

the combined-force molecular dynamics (CFMD) method for the outer perimeter.

The energetics from these calculations have been used to calculate rate constants us-

ing non-variational transition-state theory (TST) and these form the basis for their

Kinetic Monte Carlo model for diamond growth.

The main growth species considered within these incorporation studies are the

methyl radical [16], [17] and acetylene [18] – [20]. The modelling shows that

methyl addition to a pristine diamond surface is a barrier-less process and that there

are energy barriers for CH3 radical addition at sites adjacent to previous incorpora-

102



tions. The results for CH3 addition were used to infer that the ring opening / closing

mechanism is the more favourable process due to the inherent kinetic and ther-

modynamic stability of methyl absorption upon a pristine diamond surface. C2H2

addition to a surface radical is calculated to be a feasible process and its subsequent

addition results in the formation of the surface bound C−−CH2 species. The authors

discuss how this species can initiate the formation of a new layer of diamond, cre-

ate a dimer reconstruction (see below) and the mechanism by which the C−−CH2

species can be etched [18].

Investigations have been expanded to include the possibility that surface migra-

tion of carbon species might lead to the observed smooth diamond surface [21].

These studies were performed at similar theory levels to the incorporation energet-

ics studies. The results show that hydrogen atoms can not migrate across a pristine

diamond surface, as the migration process is prohibited by a large activation energy

barrier (Calculated value∆E = 277.4 kJ mol−1, which is likely to be an underes-

timate) which originates from the large separations along and between the dimer

rows. However, when the distance between a radical species and an H atom is re-

duced, (i.e. between a dimer reconstruction and an insertion or a pendant carbon

species and a surface radical site), the migration of atomic hydrogen becomes a

favourable process. These migration steps effectively reduce the lifetime of single

radical species at certain sites and hence also reduce the feasibility of the trough

bridging mechanism.

The migration of carbon species such as CH2 and C−−CH2 is possible when a

bi-radical site is formed from two neighbouring hydrogen abstractions and the rate

of transportation is only limited by the hydrogen abstraction / addition processes.

These carbon migration reactions are most favourable upon a pristine surface but

the process becomes less favourable with increasing levels of neighbouring carbon

incorporations as the steric interactions from the pendant CH2 groups increases the
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activation energy for the migration reactions to unreasonable levels. The movement

of carbon species upon the diamond surface typically ends with the coalescing of

multiple moieties.

The well known observation of rows of reconstructed dimer has been a hallmark

of diamond growth upon the{100} surface. Skokovet al. have proposed and dis-

cussed two possible mechanisms for the formation and geometrical arrangement of

these dimers. The first mechanism assumes that there is a preferential absorption of

methyl radicals at a neighbouring dimer site which results in the dimer propagation,

and the second assumes that, under the right conditions, the surface migrations of

C−−CH2 species can result in the formation of the dimer pattern [22]. It was shown

that there is no preference for adsorption of a gaseous methyl at the two common

step edges (SA, SB) present upon the reconstructed diamond{100} surface and Fig-

ure 4.4 shows how the C−−CH2 species can be incorporated into a dimer trough

forming a new reconstruction [22].

Due to the large number of gas-phase and surface reactions possible, Kinetic

Monte Carlo protocols have been used to see how the reaction energetics affect the

growth of {100} diamond. The initial kinetic investigations of diamond growth

looked at the direct incorporation of incident carbon species using simple adsorp-

tion models for carbon species [23], [24]. These models mapped the available ex-

perimentally published growth rates well, but offered little insight into the surface

chemistry. However, the shortcomings of these initial models has led to an ex-

pansion of the modelling to include more complex reaction dynamics like surface

migrations [25] and etching of surface atoms [26]. The KMC modelling process

uses a time based probability algorithm to weigh the potential pathway from all the

possible reactions. The model is initiated under a set of initial conditions to model

CVD diamond growth and left to “grow”.

The Frenklach implementation of KMC modelled diamond growth [25], has
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methyl radicals as the sole growth species with the incorporation into the diamond

surface described by means of the ring opening / closing mechanism. CH2 mi-

gration along and across the dimer reconstructions was included as well as the re-

forming of dimer reconstructed bonds from two suitable adjacent surface radical

sites. Etching was only considered to occur at isolated incorporated CH2 groups

and reconstructed dimers. The former etching process is described by the removal

of CH2 by the reverse of the ring opening / closing incorporation mechanism and

the removal of isolated dimer reconstructions by a one or two carbon removal pro-

cess. The energetics and kinetic data for these reactions are sourced from numerous

calculations and experimental measurements.

The initial model failed to produce continuous rows of incorporated CH2 species

(a similar observation is obtained in [27]) and all subsequent reported observations

include a compensatory term to ensure saturation of these sites. This work high-

Figure 4.4: The transformation of an adsorbed C−−CH2 group into a recon-
structed dimer at a SB step from ref [22]
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lights the positive effect that the surface migration has upon the growth rates of dia-

mond giving a roughly one order of magnitude enhancement of the growth rate over

adsorption only diamond growth. The KMC model has studied the effects of numer-

ous process conditions, including abundance of reagents and substrate temperature.

The resultant films “grown” under these KMC conditions show wide variations in

surface roughness, with the formation of{111} domains, most unlike the pristine

starting diamond surface. This work also shows that, without the growth species

present, etching reactions upon the rough{100} diamond surface can produce the

smooth surfaces observed experimentally . The time-frame for this process to occur

is short enough to coincide with annealing that can occur during the shutting down

of a reactor.

Overall, the Frenklach model suggests that carbon, in the form of CH3, can

randomly incorporate upon a diamond surface and undergo migration across the

surface until multiple species coalesce. During this process, the substrate surface

can act as a template for migrating species to form new dimer reconstructions and,

in combination with etching (especially under post-growth conditions), results in

the smooth surface growth observed.

The KMC modelling work by Batialieet al. [28] is based upon previously

reported energetics in the literature and considers diamond growth occurring by

the methyl radicals via the trough bridging incorporation mechanism [24], [29] in

conjunction with the incorporation of acetylene [18]. These studies highlight the

importance of substrate orientations and the roles of C2H2 in controlling the growth

rate. By including the possibility of etching within the KMC calculations due to

CH3 dissociation from the surface (calculated at the PM3 theory level), smooth

terraces upon the{100} diamond surface can be produced, Figure4.5[26].

There are many other implementations of KMC to model diamond growth [27],

[29], [30] but the main differences between models is due to differing KMC tech-
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niques as most models use the existing literature energetics discussed above.

Tamura & Gordon [31] have used a (3 × 3 × 2) model (C140H94) QM / MM

model of the{100} diamond surface. Computations were performed using a Com-

plete Active Space Self-Consistent Field (CASSCF) wavefunctions with the 6-31G

(d,p) basis set to calculate the geometries of local energy minima upon the PES.

The energies were corrected for dynamic correlation effects by the inclusion of a

multi-reference second order perturbation theory (MRMP2) and for zero-point en-

ergy using the harmonic oscillator / rigid rotor approach. Their work mirrors that

of Kang and Musgrave [32], focusing upon the insertion of methyl into a dimer re-

construction and they come to the similar conclusion that the ring opening /closing

process is the rate-determining step within the dimer mechanism.

4.2 Experimental.

A QM / MM model of the diamond surface was set-up consisting of a 1586 atom

system which describes a (5×9×4) section of the{100} diamond surface. The ini-

tial geometry of the model was formed from the bulk diamond lattice points. The

(a) (b)

Figure 4.5: Images of{100} films during simulated growth at 1200 K (a)
without and (b) with etching. Light grey atoms are carbons in the diamond
film. The hydrogen atoms are shaded according to their height. Two gray
levels (dark grey and white) are used, and cycle every two layers, from ref
[26].
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atoms on the perimeter of the model with a non-chemical stoichiometry are frozen

in position during the calculations. The dimensions of the QM / MM model were

chosen to reduce possible induced stresses from the frozen perimeter atoms (fixed

at bulk geometry positions) affecting the region described at a high level of the-

ory. The top diamond surface is terminated by a layer of bound hydrogens and

the surface has been fabricated with the top layer following the observed surface

reconstructions (Section1.4.3). The initial geometry of the reconstructed surface

layer was derived from the optimised geometry of the QM Cluster (Chapter3) with

the surface dimers arranged in rows and allowed to relax under the computation

process. At the centre of the model is a QM region based upon the C9H14 cluster

described using DFT theory (B3LYP) with the 6-311G** basis set. This small clus-

ter model is connected to the remainder of the model through “link atoms” [4]. The

majority of the atoms are described by molecular mechanics (MM2). The MM2

MM protocol is optimised for hydrocarbon species and has been parameterised us-

ing diamond within the subsets [33].

All calculations were performed using the “In-House” QoMMMa program [9],

[10] which implements an IMOMM procedure. The corresponding QM calcula-

tions were performed using Jaguar [34], and the TINKER program [35] was used

to model the molecular mechanics interactions. Optimisation calculations were

performed using the B3LYP theory with the 6-31G* basis set. Single point calcu-

lations of the geometry of the QM region were performed using the larger basis

set of 6-311G** and the resultant energies are incorporated into the QM / MM re-

sults reported. All energies quoted have no correction for zero point energies, and

work quoted from Chapter3 uses geometries and energies from comparable levels

of theory.

To identify transition states upon the PES, the energy of the system is calculated

at numerous points along the reaction coordinate. Constraints are imposed upon the
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geometries of the key atoms so that the standard optimisation techniques can be ap-

plied to the system without returning to a global minimum. These constraints upon

the geometries are typically a bond length or the difference in length between two

bonds. By plotting the energies of these restricted calculations as a function of the

frozen counterpart, a local energy maximum can be identified which is comparable

to the transition states for the studied reaction.

By using DFT within an QM / MM protocol, total errors on all reported relative

energies will be∼ 10 kJ mol−1 but some cancellation of errors should occur. The

present studies focus upon radical reactions at a diamond surface, hence no electro-

static interactions are included within the QM / MM model. All energies presented

here are in kJ mol−1, unless otherwise stated.

Figure 4.6: The QM / MM model for the reconstructed diamond{100}
surface used for modelling the inclusion of carbon and boron species into
the reconstructed dimer bond. QM region highlighted in red.
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4.3 Results & Discussions

The QM / MM model used in the present work is shown in Figure4.6. Three distinct

environments for carbon incorporation into the{100} diamond surface have been

modelled. These include modelling methyl insertion into a dimer reconstruction,

the incorporation of CH3 into a dimer reconstruction across a dimer trough, and the

formation of a new dimer row. Two proposed mechanisms for the surface migration

of methylene groups across a pristine diamond surface have also been considered.

The results obtained will be discussed in the light of the previously published work

with particular attention paid to work produced by Frenklach.

The common terms used to describe carbon incorporation into the (2×1) re-

constructed{100} diamond surface are illustrated in Figure4.7. Throughout this

chapter, a smooth hydrogen terminated (2×1) reconstructed{100} diamond surface

with no carbon inclusion as shown in Figure4.6is referred to as a pristine diamond

surface. This surface models a smooth terrace which are common upon the{100}

diamond surface, Figure1.12.

Figure 4.7: The common artifacts upon a growing{100} diamond surface.
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4.3.1 Initial Tests

DFT QM / MM calculations were performed upon the pristine{100} diamond sur-

face model with a C9H14 QM cluster (identical to that used in Chapter3, Figure

4.6). The reliability of the system was tested by modelling hydrogen abstraction

from a dimer reconstruction by a gas-phase H atom. The energetics of abstraction

should be similar to hydrogen abstraction from the small QM model (Chapter3),

as the abstracting hydrogen atom should not feel any steric interactions from the

pristine surface. Also, the geometry of the QM region in the QM / MM calculation

is constrained by being connected to the MM diamond surface.

Optimised geometries calculated using this QM / MM model show a high level

of order permeating throughout the structure. This suggests that the reactions in-

volving the{100} diamond surface have a very local effect on the bulk structure.

The bulk MM carbon bond length is on average 1.54Å, as opposed to the literature

value of 1.51Å for the bulk carbon-carbon bonds within a MM2 optimised dia-

mond structure [33]. The difference in bond length results from the frozen nature

of the perimeter atoms which prevents the MM region to relax adequately from the

bulk positions. The extended bond lengths, will introduce strain into the diamond

model but this should be constant through all models and any effects should cancel

out. The length of the dimer surface reconstruction within the QM region is 1.64

Å which reflects the effects of the surrounding MM region as it prevents full re-

laxation to the preferable bond length for the reconstruction in the isolated cluster

calculation (1.59Å). The majority of the surface reconstructions optimised under

MM conditions have carbon-carbon bond lengths of 1.58Å. There are two excep-

tions to this trend, the two neighbouring parallel reconstructions which have a bond

lengths of 1.63Å. These larger values are comparable to the QM reconstruction

bond length and the origins for the bond extension come from small distortions to

the MM region caused from the optimisation of the QM region.

111



Despite this localised surface effect, all calculations have been performed using

this large model as the majority of the atoms are treated by the MM level of theory

and their inclusion has only a trivial effect on computational costs and running time.

As the majority of the computational work presented in the literature has calcu-

lated at the semi-empirical level of theory, tests have been proposed which compare

and contrast experimental results with B3LYP and PM3 calculations. The small

size of model within these tests enables modelling of the whole system with the

DFT without any MM contributions. The two systems model a radical combination

reaction with CH3 resulting in the formation of a carbon-carbon bond as shown in

Figure4.8, with Table4.1summarising the results.

PM3 B3LYP

Figure Experiment PM3 ZPE B3LYP ZPE

4.8(a) –361.6 –228.1 –192.5 –348.7 –314.8

4.8(b) – –315.5 –288.1 –391.5 –361.0

Table 4.1: The different computational and experimental energies for CH3

addition to the (a) Tert-butyl radical (b) The model for the diamond (100)
surface dimer reconstruction used in Chapter3. Computational results
compare the effects of including the zero point energy correction (ZPE)
upon the reaction exothermicity. All energies reported are in kJ mol−1.

�������

(a)
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(b)

Figure 4.8: Two reactions used to compare the relative energetics of PM3
and B3LYP calculations
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The results for methyl addition to the Tert-butyl radical C4H9, Figure4.8(a),

indicate that that the PM3 level of theory dramatically underestimates the strength

of the carbon-carbon bond formation by∼ 120 kJ mol−1 when compared to the

experimental value compiled from heat of formation data [36] – [38]. The inclusion

of a correction factor for the zero point energy increases the discrepancy. B3LYP

calculations performed with the 6-311G** basis set, performed better under the

same conditions with a 4% discrepancy increasing to 13 % (45 kJ mol−1) when

the zero point energy correction is included. Applying these observations to the

results for the more realistic diamond surface model, Figure4.8(b), it is apparent

that the zero point energy corrected PM3 calculations underestimate the carbon–

carbon bond strength. The difference between the two computational protocols is

reduced, but the PM3 model underestimates the carbon-carbon bond strength by at

least 65 kJ mol−1. This implies that the PM3 models overestimate the ease (and

hence the rate) of CH3 dissociation from a diamond surface. The accuracy of the

B3LYP DFT calculations has been previously discussed in Chapter3.

To confirm the energetics of the QM / MM system, the initial surface activa-

tion by a gaseous hydrogen abstraction was modelled. These hydrogen abstraction

reactions have been intensively discussed within the literature, especially with re-

spect to the abstraction from a dimer reconstruction. The IMOMM calculations

presented here show that the hydrogen abstraction reaction is virtually thermoneu-

tral (∆E = –0.7 kJ mol−1, Ea = 26.4 kJ mol−1). This showed that the model is

in good agreement with the results for the isolated QM cluster at the same level of

theory (∆E = –7.6 kJ mol−1, Ea = 22.9 kJ mol−1) and similar to the work by Kang

and Musgrave (Ea = 28.5 kJ mol−1) [32].

Tamura and Gordon also suggest that the abstraction process is virtually ther-

moneutral, but with a large activation energy (CASSCF (3,3)∆E = 17.3 kJ mol−1,

Ea = 94.6 kJ mol−1; MRMP2 ∆E =-1.7 kJ mol−1, Ea = 51.1 kJ mol−1). The high
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abstraction energy values for the model system were justified by comparison with

similar results by Brownet al. obtained using MP2 single point calculations with

HF optimised structures [39]. However, Brownet al. have questioned the accuracy

of the absolute values of their calculations and the computational method used by

this group has been suggested to introduce errors [40].

4.3.2 Incorporation into the reconstructed surface carbon-carbon

bond.

Figure 4.9: Recapitulation of Figure1.17 showing one mechanism by
which carbon can be incorporated into the{100} surface

The initial QM calculations performed on a small cluster (Chapter3) confirmed

that the incorporation of carbon in the{100} reconstructed diamond surface can

occur by the ring opening / closing mechanism, Figure4.9. This QM / MM study

has revisited this mechanism and investigated the effects that (i) steric interactions

from the neighbouring surface atoms, and (ii) constraining the QM region within

a rigid diamond lattice, have on the reaction energetics. The results for the initial

CH3 incorporation into a pristine{100} diamond surface are summarised in Table
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4.2.

Reaction IMOMM QM cluster

Carbon Borona Carbon Borona

A −→ B –0.7 –0.7 –7.6 –7.6

ts 26.4 26.4 22.9 22.9

B −→ C –373.2 –434.5 –383.7 –431.2

ts -

C−→ D –30.1 –9.8 –20.1 –10.9

ts 29.5 - 49.0

D −→ E 28.0 79.1 1.4 55.1

ts 43.4 - 49.0 88.3

E−→ F –78.4 –157.3 –52.9 –144.6

ts 53.1 - 58.0 25.6

D −→ F –78.3 –89.5

ts 26.3 41.2

a Incorporation of BH2 using the direct insertion
mechanism shown in Figure3.4, Chapter3.

Table 4.2: Summary of results for incorporation of CH3 & BH x into the
reconstructed dimer bond upon a pristine surface together with comparable
results from Chapter3 and from the literature. To be read in conjunction
with Figure 4.9. All energies in kJ mol−1 and QM cluster calculations
contain no zero point energy corrections.

CH3 readily adds to the activated surface radical site (B−→ C, Figure4.9; ∆E

= –373.2 kJ mol−1, Ea = 0 kJ mol−1) but can be removed from the surface as

methane, following a radical displacement reaction with an H atom. (∆E = –44.8

kJ mol−1, Ea = 134.4 kJ mol−1).

Activation of the pendant methyl group (C−→ D) by a hydrogen abstraction

reaction (∆E = –30.1 kJ mol−1, Ea = 29.5 kJ mol−1) is more favourable than the

similar process described by the QM cluster model (∆E = –20.1 kJ mol−1, Ea

= 49.0 kJ mol−1). All processes discussed so far involve interaction with the upper-

most layer of the QM region of diamond model, away from any interactions with
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the surrounding MM region.

The pendant methylene radical is incorporated into the dimer reconstruction

by the ring opening / closing process as previously discussed (Chapter1 & 3).

The calculated energetics for the ring opening (∆E = 28.0kJ mol−1, Ea = 43.4 kJ

mol−1) and closing (∆E = –78.4 kJ mol−1, Ea = 53.1 kJ mol−1 (relative to the ring

opened intermediate)) processes suggest that steric interactions with the neighbour-

ing reconstructions, involving hydrogen on the adjacent dimer row, destabilises the

ring opened intermediate (E in Figure4.9) by preventing full relaxation of the ring

opened species. The steric effect from the neighbouring rows reduces the separa-

tion between the surface radical and the ethylene group (structure E, Figure4.9)

from 3.00Å (Cluster) to 2.55̊A (IMOMM), as well as reducing the angle that the

unsaturated ethylene group makes with the diamond surface from 105.4◦ (Cluster)

to 101.9◦ (IMOMM). These effects favour the formation of the closed ring radical

species (F). The reduction in the activation energy for the ring opening step is due

to the relief of strain caused by the reconstruction.

The quenching of the closed ring radical species (F) can occur by the addition

of a methyl radical or the formation of a carbon-hydrogen bond. Within diamond

growing CVD reactors, H2 is the most abundant species but there are also high

levels of atomic H so the formation of a carbon-hydrogen bond can occur in two

ways, (4.10), (4.11).

Surface· + H· −→ Surface−H (4.10)

Surface· + H2
−−⇀↽−− Surface−H + H· (4.11)

Addition of atomic hydrogen, (4.10), to the incorporated surface radical (Pro-
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cess F−→ G in Figure4.9) is a barrierless exothermic process (∆E = –441.2 kJ

mol−1) whilst the abstraction of hydrogen from the more abundant molecular hy-

drogen species, (4.10), is an endothermic process with an unfavourable activation

energy (∆E = 38.5 kJ mol−1, Ea = 78.6 kJ mol−1).

However, in order for further incorporation of carbon species to occur into a

neighbouring site, there must be a surface radical site (F) where an incident CH3

radical can form a bond. Under standard conditions, further hydrogen abstraction

reactions must occur similar to the initial surface activation (the reverse of (4.11)),

as the high abundance of atomic hydrogen and the ease of addition implies that, for

the majority of the time, this site should be saturated. This hydrogen abstraction

process is slightly more exoergic than abstraction from the pristine surface (∆E

= –38.5 kJ mol−1, Ea = 40.1 kJ mol−1). This is due to the removal of unfavourable

steric interaction between the pendant hydrogen and the neighbouring dimer row,

Figure4.10(a). The activation energy is increased because the transition state for

abstracting the atomic hydrogen is forced into adopting a bent geometry (C–H–

H bond angle 157.6◦) by the steric interaction with the neighbouring dimer row,

Figure4.10(b).

(a) (b)

Figure 4.10: (a) Figure showing the QM region and the surrounding MM
region (truncated for clarity) of structure G from Figure4.9, (b) The transi-
tion state for the post insertion hydrogen abstraction reaction from structure
G, Figure4.9.
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Addition of CH3 to the radical site formed from the incorporation of methyl

into a reconstructed bond is not as favourable as initial incorporation on the pristine

surface, as the resulting carbon-carbon bond is weaker (∆E = –235.1 kJ mol−1).

The reduction in the stability of the carbon bond is due to a steric interaction be-

tween the pendant hydrogens on the adsorbed methyl group interacting with the

hydrogen terminated diamond surface, Figure4.11. These ideas are investigated

and expanded in Section4.3.3as further studies on this initial model would lead

to a large DFT region which would be computationally expensive and continuation

with the current model would lead to the main steric interactions being described

by molecular mechanics.

Figure 4.11: CH3 bound to a surface site after an initial carbon insertion
into a dimer reconstruction. Note the induced displacement from the nor-
mal geometries for hydrogen bound to neighbouring dimer reconstructions.

Chapter3 showed that BHx species could be incorporated into a reconstructed

carbon-carbon bond. These calculations have been repeated using the large QM

/ MM model; the results are summarised in Table4.2. Boron species (BH2) can

readily add to the surface radical (∆E = –434.5 kJ mol−1). Hydrogen abstraction

reactions with the pendant BH2 species are virtually thermoneutral (∆E = -9.8 kJ
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mol−1) and the resulting BH species directly inserts into the dimer reconstruction

(∆E = –78.3 kJ mol−1, Ea = 26.3 kJ mol−1). The direct insertion process is slightly

less favourable than the isolated QM cluster model predicted due to the extra rigid-

ity of the QM region caused by the surrounding MM region. The ring opening /

closing process mirroring the carbon inclusion process is a less favourable path-

way as steric interactions from neighbouring rows (as previously discussed for the

carbon inclusion study) increase the endothermicity of the process (D−→ E, ∆E

= 79.1 kJ mol−1)

Tamura & Gordona Oleinik et al. b Skokovet al.

IMOMM CASSCF(3,3) MRMP2 DFT hybrid PM3

A −→ B –0.7 17.3 –1.7 –36.7 –

ts 26.4 94.6 51.1 –

B −→ C –373.2 –372.4 –372.4 –311.7 –307.9d

ts 0.0 0.0 0.0 0.0d

C−→ D –30.1 –20.5 –34.7 –79.1 –

ts 29.5 83.3 45.2 –

D −→ E 28.0 83.3 74.1 51.9c

ts 43.4 20.2 15.1 64.0c

E−→ F –78.4 –78.7 –72.4 –100.4d

ts 53.1 72.4 50.6 51.5d

D −→ F –29.3

ts 54.4

a from ref [31].
b from ref [41].
c from ref [16].
d from ref [17].

Table 4.3: Comparison of energetics for methyl incorporation into a dimer
reconstruction. To be read in conjunction with Figure4.12.

Table4.3compares the IMOMM results for methyl incorporations into a dimer

reconstruction with comparable data from the literature. As mentioned previously,

the strength of the carbon-carbon bond predicted by the B3LYP level of theory
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Figure 4.12: Recapitulation of mechanism shown in Figure4.9

(now embedded within an IMOMM protocol) is much greater than predicted by the

calculations at the PM3 level. However, the calculations of Tamura and Gordon

compute the energetics of the bond formation at a comparable value. The impli-

cation of the underestimation of bond strength by the PM3 calculation is that the

reverse reaction, the dissociation of CH3 from the surface becomes less favourable.

This has been considered by many KMC protocols as the final step in the etching

process (the reverse of Figure4.12) and hence the feasibility of the reverse reaction

being an etching process for CH2 species in such calculations is reduced. The other

removal mechanism for carbon from the surface is as methane, via a radical dis-

placement reaction with hydrogen and a pendant methyl group. This process has a

high activation barrier, rendering this etching process unlikely.

The direct surface activation of a pendant methyl species by hydrogen abstrac-

tion is not mentioned within the works of Frenklach as they generate the pendant

radical species from the migration of hydrogen to a surface radical site. The com-

parable reaction from Tamura and Gordon overestimates the activation barrier and

the magnitude of the exothermicity.

The key difference between the IMOMM and PM3 calculation for the incor-

poration of methylene into the dimer reconstruction is the ring opening process

(D −→ E) with the formation of the unsaturated ethylene group (structure E) within

the IMOMM calculation being∼ 20 kJ mol−1 less endoergic then the calculations

at the PM3 level. The PM3 calculations also overestimate the barrier for the ring

opening reaction, by approximately 20 kJ mol−1. This results in the rate constant
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for this pathway being∼ 16% too slow (this value is calculated using the Arrhenius

equation for reaction D−→ E and assuming identical prefactors and conditions).

These factors may reduce the population of the surface bound CH2 species and

make the ring closing step the rate limiting step for the inclusion of CH2 via this

mechanism.

There is, however, good agreement regarding the value of the activation energy

for the final ring closing step, between the PM3 and B3LYP calculations. The

ring opening / closing step calculations by Tamura and Gordon overestimate the

endoergic nature of the ring opening process but predict a comparable exothermicity

for the ring closing step as the IMOMM calculation. The reason for this divergence

from the IMOMM data can be traced to steric interactions from the MM region of

the calculations; this region contributes approximately 60 kJ mol−1 to the activation

energy process. These interactions prevent full relaxation of the geometries, and

thus increases the ring opening energy to unrealistic levels.

The work of Oleiniket al. [41] has been included for comparison, as these

energetics provided the basis for the etching mechanism for the KMC models of

Battaileet al.[26]. Contrary to other results presented within the literature, Oleinik

et al. find that the incorporation mechanism occurs through a direct process with a

single transition state (akin to the BHx mechanism discussed in Chapter3). Their

calculated activation barrier for this process, is wrongly compared to the ring open-

ing process of Frenklach [16] which has been shown to be inaccurate. This is clearly

erroneous, and the inference that carbon species can be etched by the reversal of the

insertion mechanism is also suspicious as their calculations underestimate the en-

thalpy change for the incorporation of a pendant methyl radical into a reconstructed

bond by approximately a factor of 2 (–29.3 kJ mol−1(Oleinik et al.),–50.4 kJ mol−1

(IMOMM)).
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Neighbouring group effects

Studies within this thesis so far have focused upon the dynamics of the ring open-

ing / closing mechanism for incorporating carbon species into a pristine diamond

surface. Two further scenarios have been modelled. These investigate (i) the ener-

getics for incorporation of a CH3 group into a dimer reconstruction after insertion

has occurred into the neighbouring dimer reconstruction, Figure4.13(a), and (ii)

the incorporation dynamics associated with a reconstruction as part of a 1D grow-

ing chain progressing across the reconstructed dimers and troughs, Figure4.13(b).

Both situations would be key situations in a step-wise growth model for diamond

CVD. Table4.4 compares the energetics of these two processes with that for CH2

inclusion into the pristine{100} surface. Calculations have focused upon the ener-

gies only as transition states were mostly low in energy.

(a) (b)

Figure 4.13: Cross sections through QM / MM models showing the MM
modifications for modelling the effects on incorporation energetics (a) in-
sertions into a neighbouring reconstructed dimer (b) 1D chain, growing
across dimers and troughs.

The results show that the surrounding environment to a dimer reconstruction

can affect the reaction dynamics of the ring opening / closing mechanism. For a re-

construction adjacent to a carbon inclusion (Figure4.13(a)), the distance separating

the dimer rows is reduced from 2.57̊A (Pristine surface) to 1.93̊A. This causes an
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Pristine Neighbouring 1D

Reaction surface Incorporationa Chainb

A −→ B –0.7 –2.5 15.7

B −→ C –373.2 –347.1 –390.5

C−→ D –30.1 –37.3 –86.9

D −→ E 28.0 45.2

E−→ F –78.4 –106.3

D −→ F –103.5

a Figure4.13(a)
b Figure4.13(b)

Table 4.4: The energetics for CH3 incorporation upon three different dia-
mond surface environments using the mechanism shown in Figure4.12.

increase in the local steric interaction. Hence, processes which reduce these inter-

actions, like the abstraction of a surface hydrogen, become favourable (∆E=–2.5kJ

mol−1). However, the reduction in the size of the dimer trough can also hinder

some processes, including the methyl absorption to a surface radical site and the

ring opening mechanism. These steric interactions cause the formation of a weaker

carbon-carbon bond by∼ 30 kJ mol−1. This weakening occurs from the steric inter-

action from the protruding surface bound hydrogen, preventing the incident methyl

group from forming a bond with the surface radical at the favourable angle of 71.4◦

(pristine surface) and forces the adoption of a surface angle of 88.6◦. The same

steric effects increases the endoergicity of forming the ring opened radical species

by∼ 20 kJ mol−1. The extra energy costs arise from the steric interactions restrict-

ing the separation of the radical and surface bound ethylene group to 2.48Å instead

of the usual 2.56̊A for the pristine surface.

Figure4.13(b)shows a structure that could be important in the growth of a chain

of CH2 incorporations along dimer chains. The process is perceived to start with

incorporation into a dimer reconstruction followed by incorporation of a methylene

group across a dimer trough. This species would be a key part of a step-growth
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model for diamond. The model for the growing 1D chain shows that the surface

dimer bond is under high levels of strain as the carbon atom at the opposing end of

the reconstruction is impeded from relaxing to the normal reconstruction geometry.

This is shown by the elongation of the dimer bond, to 1.715Å, and by the bond

adopting an angle of 4.7◦ below the{100} diamond surface.

Methyl addition to a surface radical site, formed by an endoergic hydrogen ab-

straction reaction (∆E = 15.7 kJ mol−1) results in the formation of a strong carbon-

carbon bond (∆E =–390.5 kJ mol−1) and hydrogen abstraction from the pendant

CH3 group results in the spontaneous relaxation to a ring opened structure. A stable

structure with a pendant CH2 group (akin to D, Figure4.9) was not found. The ring

closing process is also favourable as it reduces the overall steric interaction on the

system to a level similar to that found in the pristine diamond surface.

However, both scenarios are found to involve similar energetics to the simple

incorporation into the pristine diamond. In neither case do we find any evidence

that the ring opening / closing mechanism shows a preference for incorporation

into a site adjacent to a previous incorporation rather than a random incorporation

into any other site on a pristine surface.

4.3.3 The dimer trough bridging mechanism

Other possibilities for formation of a smooth surface of diamond include preferen-

tial carbon incorporation into a site next to previous carbon adsorption. The mech-

anism discussed here is derived from the HH mechanism first proposed by Harris

in 1989 [42] and later modified in 1993 by Harris & Goodwin [29]. The process

involves the formation of a bridging methylene group across the trough between

dimer rows, Figure4.14. This can occur by two possible mechanisms: a bi-radical

pathway (A−→ E) or a sterically hindered addition (B−→ D). The actual mech-
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anism used is a modification of the trough bridging mechanism of Harris which

avoids the sterically unfavourable hydrogen abstraction from the diamond surface

by a hydrogen migration from the surface to the pendant CH2 radical (C−→ E).

The resultant methyl group can undergo further hydrogen abstractions resulting in

ring closure.

Figure 4.14: Recapitulation of Figure1.18 showing the mechanism by
which carbon can be incorporated into the{100} surface across a dimer
row.

This study focusses upon the feasibility of the trough bridging mechanism as

a method of incorporating gaseous CH3 into a growing diamond surface. Three

scenarios have been selected which represent different stages in the diamond growth

process. The feasibility of the trough bridging mechanism has been tested as the

main method of nucleation (Figure4.15(a)), propagation (Figure4.15(b)) and as the

final step of diamond growth on the{100} diamond surface (Figure4.15(c)). The

QM / MM model used in section4.3.2was modified so that the QM region spanned

the trough between rows of dimer reconstructions as highlighted in Figure4.15.

The starting species for these studies was chosen to be the surface radical site

as this can be created during the ring opening / closing incorporation mechanism.

To confirm the validity of the chosen size of the QM region, PES minima and tran-
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(a)

(b) (c)

Figure 4.15: The three environments used for modelling the row bridging
mechanism for carbon incorporation: (a) nucleation; (b) propagation; (c)
the termination step. The structure shown relates to step D from Figure
4.14with the QM region highlighted in red.

sition states have also been located using a larger cluster model of the propagation

scenario for comparison. In this new model the QM region has been expanded to

include the neighbouring features on each side of the dimer trough, Figure4.16.

The sterically hindered pathway for incorporation across the dimer trough in-

volves the formation of a carbon-carbon bond with the incident CH3 competing

for space with a hydrogen atom bonded to the neighbouring dimer row (B−→ D,

Figure4.14). The local diamond surface environment connecting to the pendant

methyl group and the surface hydrogen atom determines the proximity of groups

and thus their competition for space. The removal of strain from surface carbon

atoms held in a dimer reconstruction by inclusion of a carbon by the ring opening /

closing mechanism allows the resultant surface bound hydrogen to adopt the more
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(a) (b)

Figure 4.16: (a) The larger QM region used to model the propagation step
in the trough bridging mechanism; (b) The “mirrored” arrangement. QM
region highlighted in red.

favourable sp3 geometry. This has the consequence that both the carbon and the

hydrogen encroach into the dimer trough. These differences in surface geometries

are reflected in the strength of the carbon-carbon bonding to the adsorbed methyl

group, ranging from a strong bond (–389.7 kJ mol−1) for adsorption onto the pris-

tine surface (Figure4.15(a)) to the weak (–149.3 kJ mol−1) for methyl addition

between two previously incorporated reconstructions.

Table4.5compares the energies derived using two different QM / MM models,

used for a methyl addition reaction to a single surface radical site with differing

neighbouring environments.

The results show that there is a fairly good agreement between the three different

QM / MM models. All models show a similar trend, i.e. that the most favourable

addition of methyl occurs upon the pristine diamond surface and that further in-

corporations in the neighbouring vicinity results in a weakening of the resultant

carbon-carbon bond.

Differences in the absolute values arise from two factors - the description of the

surface radical site within the QM region of each model and the manner in which
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Local Initial Trough bridging

environment Clustera Smallb Largec

Pristine surface (–. –)1 –373.2 –389.7 –345.7

One inclusion (∧. –)2 –235.0 –245.6 –219.1

One inclusion (–. ∧)3 –347.1 –340.0 –317.9

Two inclusions (∧. ∧)4 –119.8 –149.3 –101.7

a from Section4.3.2.
b from Figure4.15.
c from Figure4.16.
1 as in Figure4.15(a).
2 as in Figure4.16(a).
3 as in Figure4.16(b).
4 as in Figure4.15(c).

Table 4.5: Table comparing different QM / MM IMOMM models for the
addition of methyl to a single radical site with different neighbouring envi-
ronments.

steric interaction is conveyed in the individual systems. The QM / MM model used

for modelling carbon incorporation into the reconstructed dimer bond models the

surface radical as a tertiary species, but all steric interactions are described by the

MM force field. The small trough bridging model describes the steric interactions

between the dimer rows within the QM region, but describes the surface radical as

a secondary radical. These species are inherently less stable than tertiary radicals.

The larger QM model for the trough bridging scenario rectifies this problem to

being a tertiary radical by the inclusion of the neighbouring reconstructions and / or

the incorporated carbon species within the QM region and this change can explain

the difference in energies between the large and the small models.

The results indicate that MM steric interactions have a larger effect upon the

overall energetics of carbon additions than the precise QM description of these in-

teractions. These effects are manifested in the bond angle for the resultant carbon-

carbon bond for one inclusion (∧. –), where the initial model (MM steric interac-

tion) has a bond angle of 76.8◦ whilst the full QM description of the interaction
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within the larger QM model computes the bond angle to be 74.0◦.

Attention now switches to the possible surface rearrangement reactions involv-

ing the pendant methyl group and the surface bound hydrogen atom (processes

D −→ E). For the scenarios which involve a neighbouring incorporation, the hy-

drogen abstraction reaction from the sterically restricted adsorbed methyl group

(D −→ C, Figure4.14) to form the pendant CH2 radical is exothermic (–21.1 kJ

mol−1, –63.1 kJ mol−1, –111.7 kJ mol−1, Figures4.15(a),4.15(b)& 4.15(c)respec-

tively) as the induced geometry change reduces the steric interactions across the

dimer trough.

Internal hydrogen migrations across the dimer trough from the diamond surface,

to the pendant methylene group (C−→ E, Figure4.14) are virtually thermoneutral

except for the termination scenario which is exothermic (∆E = 8.5, 6.3, –12.5 kJ

mol−1, Figures4.15(a), 4.15(b), 4.15(c)respectively). The exothermic migration is

due to the decrease in steric interaction between the newly-formed pendant methyl

group and the neighbouring dimer row.

The initial starting radical (B) can also undergo a further hydrogen abstraction

reaction (B−→ A, Figure4.14) to form a bi-radical site, to which methyl addition

is possible. This abstraction reaction is effectively a thermoneutral process (4.1,

5.2 kJ mol−1; Figures4.15(a)& 4.15(b), respectively). For the most sterically hin-

dered site (Figure4.15(c)) the process is slightly exothermic ( –5.1 kJ mol−1). The

exothermicity is generated from the reduction of steric interaction by the removal

of the second hydrogen atom from the diamond surface. Methyl addition to this

bi-radical site is much more favourable than to the single radical site, and hence

strong carbon-carbon bonds are formed for all scenarios. The observed increase in

bond strength is ascribed to the reduction in steric interaction from the neighbour-

ing dimer row. This is highlighted by the change in the angle which the methyl

group makes with the surface from 51.9◦(D) to 48.6◦(E) for the larger model shown
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in Figure4.16(a).

These different mechanisms by which methyl radical species can be adsorbed,

together with subsequent rearrangement reactions, lead to the same final ring clos-

ing reaction (E−→ F, Figure4.14) which is instigated by a hydrogen abstraction

reaction. In contrast to the previous steps, the energetics for the final ring clos-

ing step become more favourable as the distance between the ring closing carbon

atoms is reduced. The large distance between the pendant methyl and the surface

radical for the pristine diamond surface (2.68Å) in conjunction with the large sep-

aration between the dimer rows (3.46Å), results in a highly strained ring closed

species held in place with a weak carbon-carbon bond (–113.1 kJ mol−1; F, Fig-

ure 4.14). In contrast, the ring closing step for the termination scenario, where

the separation of the surface carbons is much less (2.50Å) results in a very strong

carbon-carbon bond (–516.7 kJ mol−1). This ring closing step is highly favourable

due to the reduction in steric hindrance and the resulting bond is stronger than the

initial carbon-carbon bond which attaches the CH3 group to the diamond surface.

At CVD temperatures, (700 – 1200 K), entropic changes during a reaction will

have a significant effect on reaction dynamics. The corresponding contribution to

∆S for reactions which lead to the loss of a gas-phase species (e.g. CH3 addition

to the surface) is∼ –100 J mol−1 K−1. This entropic contribution when combined

with the elevated reaction temperatures makes the weaker (∆E < 150 kJ mol−1)

carbon-carbon bond formation steps unlikely, i.e. reagents are favoured. Therefore,

for diamond growth at CVD temperatures, the trough bridging mechanism is not

a feasible process for nucleation upon a pristine diamond surface as there is an

unfavourable ring closing step. Also, incorporation of a methyl radical to a radical

site surrounded by two previous incorporations can only occur through the unlikely

bi-radical pathway. Hence, the most likely site for carbon incorporation using the

trough bridging mechanism is the single surface radical formed after an inclusion in
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dimer reconstruction. The reaction pathway at this site has a minimal steric effect

on the initial CH3 adsorption and has a small distance (3.187Å) between the dimer

rows, enabling the formation of a strong carbon-carbon bond in the ring closing

reaction.

Small QM region Large QM region

Pristine surfacea 1 inclusionb 2 inclusionsc 1 inclusiond Mirrorede

(–. –) (∧. –) (∧. ∧) (∧. –) (–. ∧)

Steric route

B −→ D –389.7 –245.6 –149.3 –219.1 –317.9

ts 0.0

D −→ C –21.1 –67.9 –114.4 –67.7 –41.6

ts 31.1

C−→ E 8.5 6.3 –12.5 5.7 –33.6

ts 20.0

Bi-radical

B −→ A 4.1 5.2 –5.1 –7.2 –22.6

ts 6.2

A −→ E –406.4 –297.0 –271.1 –274.0 –367.9

ts 0.0

Ring closing

E−→ F –113.1 –392.7 –516.7 –369.1 –275.2

ts 0.0

a Figure4.15(a)
b Figure4.15(b)
c Figure4.15(c)
d Figure4.16(a)
e Figure4.16(b)

Table 4.6: Summary of results for incorporation of CH3 across the trough
separating dimer rows. All energies in kJ mol−1.

Table4.6 also compares the results for the inclusion of methyl using the large

QM IMOMM model (Figure4.16). As previously discussed, this model is an ex-

pansion of the initial trough bridging QM model to include the neighbouring dimer
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reconstruction and inclusions in the same row. Methyl addition to the single radical

site is a barrierless process similar to CH3 addition to the pristine diamond surface.

Addition to the energetically favourable bi-radical site is assumed to occur by a sim-

ilar mechanism. This suggests that CH3 addition to the surface is only affected by

the strength of the resulting carbon-carbon bond, which is determined by the local

neighbouring environment. These results are in direct contradiction with the find-

ing of Skokovet al. whose work for the addition of methyl radicals is summarised

in Table4.7and Figure4.17.

IMOMM a Skokovet al. b

∆E / kJ mol−1 Ea / kJ mol−1 ∆E / kJ mol−1

A1 –402.5 0 –307.9

A2 –419.6 0 –315.5

A3 –340.0 0 –274.9

A4 –409.3 0 –308.4

B1 –261.0 61.9 –101.3

B2 –308.6 10.0 –195.8

B3 –158.7 101.3 45.6

B4 –283.25 36.08 –129.3

a Data obtained using models in Figure4.15
b Data from [17]

Table 4.7: The energetics for methyl adsorption for different radical sites
described in Figure4.17.

For methyl addition to the pristine diamond surface, both models predict that

CH3 addition is a barrierless process with the PM3 model underestimating the re-

sultant carbon-carbon bond strength as previously discussed in Section4.3.2. How-

ever, the models differ when comparing methyl addition to a radical site next to a

previous inclusion, scenarios B1 – B4 in Figure4.17, as the PM3 model predicts

considerable activation barriers for these processes. Such erroneous activation bar-

riers for these singlet addition reactions can occur from a poor initial description of
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Figure 4.17: Surface radical sites investigated for methyl addition in [17]

the occupations of the molecular orbitals of the two incident radical species, result-

ing in the model being described by a closed shell species. As the PES is probed

along the reaction coordinate, the perceived energy barrier occurs from the transi-

tion from the closed shell reagents to the singlet state required for carbon-carbon

bond formation.

In addition, the underestimate of the strength of the newly formed carbon-

carbon bond for species B1 – B4 by the PM3 calculations results in the formation

of very weak carbon-carbon bonds when compared with methyl absorption to the

pristine diamond surface. For the B3 scenario, bond formation is considered to

be an unfavourable endothermic process with a high activation barrier (∆E = 45.6

kJ mol−1, Ea = 101.3 kJ mol−1). In reality, these bond forming reactions are all

favourable processes which result in weaker carbon-carbon bonds than addition to

a pristine surface, but the resultant carbon-carbon bonds (except for the B3 sce-

nario) should be stable under CVD conditions and thus should be included within

KMC scenarios.
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The focus now returns to the surface modification reactions required for incor-

poration of methyl using the sterically hindered scenario. The hydrogen abstraction

reaction from the pendant methyl group is an energetically favourable step (∆E

= –67.7 kJ mol−1, Ea = 33.1 kJ mol−1) but shows no evidence for preferential acti-

vation over the similar abstraction reaction from the pristine diamond surface. The

subsequent rearrangement reaction whereby a H atom migrates from the surface

to the pendant CH2 radical should be a trivial process, as the activation energy for

the unimolecular rearrangement (∆E = –20.5 kJ mol−1, Ea = 20.0 kJ mol−1) is

much lower than the ring opening / closing reactions which readily occur upon the

diamond surface. Direct abstraction of the surface hydrogen in the sterically un-

favoured situation (D−→ E) is an unlikely process despite being exothermic (∆E

= –61.7 kJ mol−1) as the bound CH3 group prevents the incident abstracting hydro-

gen atom from adopting a favourable incident angle, resulting in the high activation

energy (Ea = 39.4 kJ mol−1).

Incorporation of carbon using the bi-radical pathway depends only upon the

second hydrogen abstraction which is calculated to be a favourable process with

a reduced activation barrier when compared to the radical activation of a pristine

surface (∆E = –7.2 kJ mol−1, Ea = 6.2 kJ mol−1). The final ring closing step

(E−→ F), which is mediated by a hydrogen abstraction reaction, shows a reduction

in the hydrogen abstraction activation energy when compared with abstraction from

a pristine surface.

For comparison, the trough bridging mechanism has been modelled for a sys-

tem where the methyl group is bound to a dimer reconstruction which is next to

an inclusion, Figure4.16(b). This “mirror” image of the more preferable trough

bridging mechanism would be in direct competition with the ring opening / closing

incorporation mechanism. The adsorption of CH3 in the “mirror” pathway is∼ 100

kJ mol−1 more exothermic than the similar adsorption in the standard scenario. This
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increase in the carbon-carbon bond strength is due to the nature of the dimer recon-

struction which causes the pendant methyl group to adopt an angle of 73.1◦ to the

surface. This angle moves the pendant methyl group away from the neighbouring

incorporation and dramatically reduces the steric interactions with the neighbouring

species.

However, the observed difference in geometry for the pendant methyl group

results in a weakening of the carbon-carbon bond formed during the ring closing

(E−→ F) by 100 kJ mol−1 making this pathway unlikely.

In summary, a strong carbon-carbon bond can form with methyl addition at the

bi-radical site (A), but this process is unlikely as the formation of the active site re-

quires two sequential bimolecular hydrogen abstraction reactions in a neighbouring

environment, before the methyl adsorption can occur. Methyl addition to the steri-

cally hindered site (B) is energetically possible, but less favourable than addition to

the bi-radical site as the resulting carbon bond is relatively weak. Intra-molecular

hydrogen migrations are possible but key steps are mediated by hydrogen abstrac-

tion, each with an activation barrier.

The most probable scenario where the dimer trough bridging mechanism can

occur is the propagation step, with addition of a methyl to a previous incorpora-

tion. Both the initiation and termination scenarios have one step which results in

a weak carbon-carbon bond (113.1, 114.4 kJ mol−1 respectively) which becomes

unfavourable at CVD temperatures when entropic effects are considered.

However, these results suggest that there is no activation of the diamond surface

for the next CH3 incorporation by a previous inclusion (into a dimer reconstruc-

tion). Indeed, methyl is preferentially adsorbed onto the single surface radical site

upon a pristine diamond surface over a previous incorporation radical site and the

probability of this mechanism being the dominant mechanism for carbon inclusion
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upon the{100} diamond surface is diminished by the high number of hydrogen

abstractions required for the incorporation of one carbon unit in comparison with

other processes.

4.3.4 New row nucleation

The mechanisms by which a reconstructed dimer can form upon a diamond surface

under CVD conditions is a poorly discussed area of diamond growth. Within this

section, we discuss the energetics of a new mechanism by which a new layer within

a reconstructed dimer can be created, Figure4.19.

One view of forming a new dimer reconstruction upon the{100} diamond sur-

face is that two incorporated methylene groups can be in close proximity and that

the expulsion of two hydrogen atoms creates a bi-radical site from which the recon-

struction is formed, Figure4.18(a)[43].

Within this section, the QM / MM model from Section4.3.2has been modified

so that the MM surface region has a row of CH2 groups incorporated into a dimer

chain. The row is located next to the QM region. The QM region is modelled by

the cluster from section4.3.2expanded to include the appropriate section of the

inserted row, structure A in Figure4.19.

Using the QM / MM model, methyl incorporation into a dimer reconstruc-

tion next to the row of incorporated carbons has been modelled using the more

favourable ring opening / closing mechanism, Figure4.18(c), Section4.3.2. The

methyl adsorption, hydrogen abstraction and ring opening steps are energetically

feasible but the ring closing step, though possible, has a large activation barrier,

Table4.8.

The large activation barrier results from steric interactions with the methylene
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Figure 4.18: (a) Recapitulation of Figure1.15(b)showing a proposed in-
termediate for formation of the dimer reconstruction from ref [43] (b) The
transition state of the ring closing reaction (E−→ F, Figure4.18(c)) as part
of the incorporation of carbon into a dimer reconstruction (left) next to a
row of previously incorporated carbons (c) Recapitulation of the ring open-
ing / closing mechanism (Section4.3.2).

IMOMM Skokovet al. [17]

pristine 1 inclusion pristine 2 inclusions 2 inclusions (1 radical)

Ring closing –89.5 –49.5 –100.4 18.8 –27.6

ts 49.1 70.5 51.5 132.6 85.8

Table 4.8: The effects upon energetics and activation energies for methyl
radical incorporation into a dimer reconstruction with 1 or 2 parallel inclu-
sions. All energies are in kJ mol−1

group upon the row of incorporated methylenes. This interaction forces the ring

closing CH2 group to adopt an angle of 81.2◦ to the diamond surface instead of the

usual angle of 90◦. This high activation barrier renders this pathway an improbable

mechanism for generating the reconstructions.
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The ring closing reaction is an exothermic process only because the steric in-

teraction from the pendant hydrogens upon the incorporated methylene group is

minimised by both CH2 groups rotating away from each other. This relaxation is

only possible because the surrounding environment is a pristine diamond surface,

thus further reducing the likelihood of this process happening as part of a growing

diamond surface.

Table4.8compares these findings with similar studies by Skokovet al. [17] at

the PM3 level of theory. Their studies sandwiched the studied reconstructed dimer

between two inclusions and between one CH2 and CH radical inclusion. These

PM3 results confirm that the ring closing step is not possible for incorporation of

methylene radicals in environments where the studied dimer reconstruction has ad-

jacent carbon inclusions in the same dimer row. Thus, the possibility of dimer

reconstructions being formed from molecular hydrogen dissociation instigated by

steric repulsion is a highly unlikely process.

These results suggest that a different approach is required for the formation of

the reconstructed dimers during CVD growth of diamond. Figure4.19 shows a

proposed mechanism which by-passes unfavourable steric interactions caused by

two neighbouring methylene groups pendant upon the{100} diamond surface by

the incorporation of a methyl radical upon the previously deposited carbon atoms

and a neighbouring dimer reconstruction. The mechanism proceeds by the forma-

tion of a bridge between the inserted row and the dimer reconstruction using the

pendant methyl group and then, upon hydrogen abstraction, the bridging methylene

group incorporates into the dimer reconstruction indirectly forming the new recon-

struction. This new row nucleation could be envisaged as a step formation. This

mechanism is similar to a proposed pathway for the patterned incorporation of a

migrated C−−CH2 group (formed from absorption of acetylene), Figure4.4, [22].

The formation of the pendant methyl group upon the row of previously incor-
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Figure 4.19: Proposed mechanism for nucleation of a new dimer recon-
struction layer by incorporation of CH3. Process energies (in kJ mol−1) for
inter-conversion between the various species via addition and/or elimina-
tion reactions as defined in the figure are indicated in italics
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porated carbon atoms (A−→ B, Figure4.19) is an exothermic process for both

the hydrogen abstraction (∆E = –25.2 kJ mol−1, Ea = 30.4 kJ mol−1) and methyl

adsorption reactions (∆E = –342.3 kJ mol−1, Ea = 0 kJ mol−1).

The process of forming the bridging CH2 species, (B−→ C, Figure4.19) is very

similar to the CH3 incorporation in the trough bridging mechanism, following the

sterically hindered pathway, Section4.3.3. However, in this scenario, the proba-

bility of a bi-radical incorporation mechanism being a feasible pathway is unlikely,

since this route would require many sequential bimolecular reactions, as there are

no mechanisms, except for gas-phase hydrogen abstraction, for forming the initial

bi-radical species. There are several possibilities regarding the order in which these

hydrogen abstraction reactions can occur (as discussed in Section4.3.3).

The most favourable pathway for the insertion of a bridging methyl group (B−→ C,

Figure4.19) is for an initial hydrogen abstraction from the dimer reconstruction

(∆E = –23.1 kJ mol−1, Ea = 21.8 kJ mol−1) followed by a hydrogen abstraction

from the pendant methyl group (∆E = –42.1 kJ mol−1, Ea = 21.0 kJ mol−1). The

initial hydrogen abstraction, which was unfavourable in the trough bridging mech-

anism, is now accessible due to the larger separation between the methyl group and

the hydrogen which enables a more orthodox TS geometry and hence a reasonable

activation energy.

The possibility of forming the bridging methylene group by a similar mecha-

nism to the sterically hindered trough bridging mechanism (Hydrogen abstraction

from pendant CH3 followed by hydrogen migration and ring closing induced by a

hydrogen abstraction: Pathway D−→ F via C in Figure4.14) is an unlikely process

due to the high activation barrier for the endothermic hydrogen migration step (∆E

= 7.5 kJ mol−1, Ea = 89.0 kJ mol−1). The high barrier to the reaction arises from

the large distance between the pendant CH2 group and the surface hydrogens.
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The geometry of the bridging methylene group is such that, upon a favourable

hydrogen abstraction (∆E= –52.0 kJ mol−1, Ea = 28.1 kJ mol−1), the subsequent

radical directly inserts into the dimer reconstruction with a similar barrier to that

of the ring closing reaction (∆E = –160.8 kJ mol−1, Ea = 31.3 kJ mol−1). This

insertion results in the formation of a reconstructed dimer at 90◦ to the initial pat-

tern, (E in Figure4.19). The final insertion mechanism differs from the normal ring

opening / closing process because the motion of the inserting radical is restricted by

the bridging carbon-carbon bond and this holds the radical in a favourable position

for the direct insertion.

4.3.5 Surface carbon migration reactions

The results in the previous sections have shown that, despite the numerous surface

radical sites to which a gaseous methyl radical can add, the single radical site which

results in the strongest carbon-carbon bond is upon a pristine diamond surface. The

large number of the energetically favoured pristine surface radical sites available

under standard CVD diamond growth conditions suggests that adsorption of CH3

will most likely occur at random sites upon a pristine surface, from which carbon

will be incorporated into the diamond surface.

In order for these random incorporations to lead to the formation of a smooth

{100} surface with rows of reconstructed dimers, we have investigated whether

key carbon species can migrate across the diamond surface. During this migration

process, individual carbon species can coalesce resulting in the formation of the

observed smooth terraces

The carbon migration pathways studied within this thesis were first proposed

by Frenklach and Skokov in 1997, and involve the movement of species along and

across the dimer rows present upon the{100} diamond surface [21]. As previously
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discussed, hydrogen migration processes across a pristine diamond surface are un-

likely due to a large activation barrier. This results in the migration processes being

controlled by the gas-phase hydrogen abstraction / addition reactions that also gov-

ern CH3 incorporation. Previous arguments suggest that formation of bi-radical

sites is an unlikely random process, requiring two abstraction reactions in a similar

location. It can be argued, however, that the lifetime of these bi-radical species is

such that only unimolecular reactions, like the methylene migration reactions de-

scribed below, can occur.

The proposed mechanism for migration of a methylene group is shown in Figure

4.20. The mechanism begins with the incorporated methylene group (F from Figure

4.9) adjacent to a neighbouring radical site. The incorporated CH2 group undergoes

a ring opening process to form an unsaturated methylene group with a radical upon

either side (2 in Figure4.20).

This intermediate either reforms the dimer reconstruction (3a) or forms a bridg-

ing carbon-carbon bond across the dimer trough (3b). The previous steps move the

two radicals close enough to form a bond resulting in the strained intermediate 4,

which can open in two ways, one of which reverts to 1, and the other leads to the

migrated species 5.

The migration mechanism via the pendant CH2 radical can occur in two di-

mensions, both along dimer chains as highlighted in Figure4.20as well as along

dimer rows as shown in Figure4.21. Investigations on this mechanism employed

the same large QM / MM model used in the trough bridging mechanism, (Section

4.3.3, Figure4.16(a)).

Table4.9compares the results for the ring opening / closing mechanism (1.−→ 4.,

via 3b.) from the IMOMM model with the published Frenklach data. Both sets of

data show that the ring opening step (1.−→ 2.) is an endothermic process with
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Figure 4.20: The CH2 surface migration mechanism along a dimer chain
from ref [21]. The mechanism is highlighted by optimised QM structures
from the relevant IMOMM calculation with the QM atoms represented by
spheres and the link hydrogen atoms by sticks.
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Figure 4.21: The CH2 surface migration mechanism along a dimer row
from ref [21]. The mechanism is highlighted by optimised QM structures
from the relevant IMOMM calculation.

similarly high activation barriers. The IMOMM model predicts that the alternative

ring closing step (2.−→ 3b.), bridging the dimer trough is effectively an endother-

mic process with an activation energy barrier slightly higher than the ring closing

step within the carbon inclusion step (∆E= 10.8 kJ mol−1, Ea = 47.7 kJ mol−1

c.f. ring closing stepEa = 53.1 kJ mol−1). The regeneration of the reconstructed

dimer (3.−→ 4.) by addition of the two radical species is a barrierless exothermic

process (∆E =–145.5 kJ mol−1). The IMOMM model thus predicts that the mi-

gration of an incorporated CH2 species by the ring opening / closing mechanism

is less favourable then the initial ring opening / closing incorporation mechanism.

These two steps are in contrast to the Frenklach model which predicts an exother-

mic alternative ring closing step (∆E = –51.4 kJ mol−1, Ea= 12.0 kJ mol−1) whilst

the regeneration of the dimer reconstruction is a thermoneutral process with a very

high activation barrier (∆E = 7.9 kJ mol−1, Ea= 110.3 kJ mol−1) – see Table4.10.

The migration of carbon as a pendant radical species rather than as an unsat-

urated methylene group has been considered as a transportation mechanism both

along dimer chains, 1.−→ 4. via 3a., Figure4.20, as well as along dimer rows,

Figure4.21. The main difference with this process and the previously discussed

mechanism is that the final bridging species, 4., is generated by the formation of a

bridging carbon-carbon bond (3a.−→ 4.). This mechanism is driven by the refor-

mation of the surface reconstruction dimer (2.−→ 3.) which results in the pendant
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Radical IMOMM Skokov et al.a

1.−→ 2. 115.3 99.6

ts 145.5 150.6

2.−→ 3. 10.8 –55.6

ts 65.9 61.8

3.−→ 4. –145.5 7.9

ts 0.0 45.6

a from ref [21]

Table 4.9: Results for the ring opening / closing mechanism for surface
methylene migration.

CH2 radical species. The pendant radical can then add to a suitable neighbouring

site either across the dimer trough or on the neighbouring dimer reconstruction.

This mechanism offers a 2D transportation process across a surface.

Two QM / MM models have been employed to model the radical surface migra-

tion along and across the rows of reconstructed dimers upon the diamond surface.

The model from the previous section is used to describe the energetics of the dimer

trough bridging while the QM / MM model from section4.3.2has been modified

to include two parallel reconstructions in the QM region to calculate the energetics

of migration along dimer rows. The energetics for these migration steps are sum-

marised in Table4.10. The difference in values for the migration along the dimer

row as opposed to along the dimer chains is due to the proximity of the two mi-

gration radical sites. These results confirm that methylene migration can occur by

these mechanisms and the values for the energetics suggest that the process is more

favourable then previously reported Frenklach data.

Also, the termination step involving migration of the pendant CH2 radical could

be responsible for the formation of the reconstructed dimer. Figure4.22shows the

possible mechanism by which a pendant CH2 migrating along a dimer row can form
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Reaction Dimer Frenklach Row-bridging Frenklach

migration & Skokov[21] migration & Skokov[21]

1.−→ 2. 71.3 99.6 115.3 99.6

ts 111.3 150.6 145.5 150.6

2.−→ 3. –48.8 –51.4 –76.1 –51.4

ts 0.0 12.0 0.0 12.0

3.−→ 4. –100.2 14.1 -58.6 3.7

ts 6.6 124.4 0.0 110.3

Table 4.10: Results for the methylene radical mechanism for surface mi-
gration, showing the energetics for migrations along and across dimer re-
constructions.

the bridging methylene structure (Structure C in Figure4.19) between a previously

incorporated carbon and a reconstruction. This bridging species only requires a

hydrogen abstraction in order to form a new reconstruction dimer upon a new layer.

This termination step assumes that the migration steps leading to the formation of

the pendant CH2 radical are as facile as the similar reaction upon a pristine surface.

Figure 4.22: Possible termination step for methyl radical migration along
a dimer row.

The termination step of the migration of a pendant methylene radical is a rad-

ical recombination between a previously incorporated carbon radical (this can be

easily generated by a hydrogen abstraction reaction, Section4.3.4) and the pendant
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radical. This radical quenching reaction results in a very weak carbon-carbon bond

(∆E = 21.3 kJ mol−1), making this an unlikely process.

In summary, this reinvestigation of the previous carbon migration studies has

confirmed the feasibility of these carbon migration reactions. The overall activation

energy and thermodynamic data, which is calculated at a higher level of theory than

hitherto, suggests that migration upon the pristine diamond surface is more facile

than previously reported, as many of the key reaction steps are found to have a

reduced or no activation energy.

4.4 Conclusions

Incorporation of carbon into a growing{100} diamond surface occurs by means of

methyl insertion into a reconstructed dimer by the ring opening closing mechanism.

CH3 radical addition to all of the different surface radical sites occurs without a bar-

rier, hence all the chemistry is controlled by the differences in timescales between

unimolecular and bimolecular reactions and the energetics of hydrogen abstraction

reactions. The row bridging mechanism is not a favourable pathway for carbon

incorporation as it requires too many unlikely bimolecular reactions and there are

barriers to key reactions. CH2 groups are able to migrate along and across dimer

reconstructed chains.

These results hint that, for diamond growth, there is one growth mechanism by

which carbon is incorporated randomly into the surface. The incorporated carbon

species are able to migrate together, across the diamond surface to form a smooth

{100} diamond surface. The use of DFT theory in a QM / MM protocol has dra-

matically improved the quality of the computational results. These in turn show

that methyl incorporation and methylene migration across the diamond surface are
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much more facile than previously reported.
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Chapter 5

Preliminary diagnostic studies of a

high pressure microwave CVD

diamond reactor.

A high-pressure (∼150 Torr) microwave plasma CVD system has been constructed

and initial studies performed, optimal conditions for diamond deposition have been

investigated. Spatially resolved optical emission spectroscopy (OES) studies of the

plasma have been conducted. Cavity ring down spectroscopy (CRDS) has been

performed upon the C2 species throughout the region of most intense optical emis-

sion. Photography has been used to estimate relative plasma ball sizes under all

experimental conditions used.

5.1 Spectroscopy

Spectroscopy is the study of the absorption, emission or scattering of electromag-

netic radiation with matter. Spectroscopy theory originates from the quantum me-
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chanical description of the probed species. The Schrödinger equation describes the

total energy of a system (3.1) and this energy can be expressed as the sum of the

constituent physical components (5.1) with each component described by its own

Hamiltonian. The application of the Born–Oppenheimer approximation (Chapter

3) enables the decoupling of the electronic and nuclear motion.

ETotal = EElectronic + EV ibrational + ERotational + ETranslational (5.1)

The internal energy of the probed species can be described by the population

of quantised energy levels (rotational, vibrational and electronic) and transitions

between these levels can be mediated by the absorption or emission of a photon

with energy (hν) that corresponds to the energy difference between the two levels,

Figure5.1. The unique internal energy structure of individual species results in a

series of subsequent transitions, which lead to the formation of a species-specific

spectrum.

Figure 5.1: Three different ways in which electromagnetic radiation can
interact with two energy levels(a) Spontaneous emission(b) Absorption
(c) Stimulated emission. Colours are used for identification only.

For a system in thermal equilibrium, the population,N , of these internal energy

levels, can be calculated from the Boltzmann distribution at a given temperature
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(5.2).

N ′

N ′′ =
g′

g′′
exp

(
− hν

kT

)
(5.2)

whereN ′ is the population of the higher energy level,N ′′ is the population of the

lower energy level,g′ & g′′ correspond to the degeneracy of the relavent energy

level,h is Planck’s constant,ν is the frequency of the electromagnetic radiation,k

is Boltzmann’s constant andT is the temperature. Consequently, care must be taken

when inferring number density from a single spectroscopy transition as within non-

thermally equilibrated systems, the relative population of the state probed may not

reflect the overall distribution of the species within the system. Chapter6 highlights

these problems within the context of IR absorption spectroscopy.

The rate of change in the population of these levels can be calculated from the

population of starting level,N ′, the spectral radiation density of lightρ(ν) and

the relevant Einstein constant (A for stimulated emission andB for absorption /

spontaneous emission).

dN

dt
= N ′B′

′′ρ(ν) (5.3)

The transition probability,R′
′′

2

, (5.4), links the Einstein B constants to the

quantum mechanical description of the initial and final energy levels. The transition

moment,R′
′′, (5.5) is linked to the interaction between the wavefunctions for initial

and final state and the associated electric dipole transition moment,µ for electronic

transitions. For vibrational transitions, the associated change in dipole moment

induced by the vibration of interest should be considered. The transition moment

must be non-zero in order for a transition between energy levels to occur, and the

individual spectroscopic selection rules are derived from this principle.
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B′
′′ =

8π3

(4πε0)3h2 R′
′′

2

(5.4)

R′
′′ =

∫
Ψ′∗µΨ′′dτ (5.5)

Atomic spectroscopy is based upon the observation of transitions between elec-

tronic states, whereas spectroscopic studies of molecular species are complicated

by the presence of vibrational and rotational interactions and transitions. The trans-

lational energy contribution to spectra is neglected, as the translational energy is

effectively a continuum under most experimental conditions. A brief summary of

the principles of the main forms of spectroscopy relevant to this thesis is presented

below.

The individual rotational and vibrational components of the Hamiltonian can be

solved separately by describing each type of motion with a simple quantised model

of the system. Rotational spectra are commonly addressed by applying the rigid

rotor approximation and vibrational features are described by a harmonic oscillator

model [1]. Both approaches lead to an exact solution of the individual components

of the Schr̈odinger equation, (5.6), (5.7) respectively, but both models fail to be an

accurate description of each physical process. These approximations can be refined

by the addition of further terms (c.f the use of harmonic oscillators within Molecular

Mechanics computational modelling, Chapter4)). TheJ(J + 1) dependency of the

rotational energy,Er (5.6), leads to a divergence of the corresponding energy levels

whilst the harmonic oscillator description of vibrational energyEv (5.7) leads to
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evenly spaced energy levels.

Er =
h2

8π2I
J(J + 1) (5.6)

whereI is the moment of inertia andJ is the rotational quantum number.

Eν = hν(υ + 1
2
) (5.7)

whereυ is the vibrational quantum number (which can be 0, or a positive integer

value) andν is the classical vibrational frequency of the bond being studied.

Transitions between vibrational states are feasible between adjacent vibrational

energy levels (∆υ = ±1). However, other weaker transitions are possible,∆υ >1,

and the transitions are ascribed to the breakdown in the harmonic oscillator model.

Likewise, pure rotational transitions can occur between adjacent rotational energy

levels (∆J = ±1) and the∆J = 0,±1 selection rules apply for rotational transi-

tions which occur in concert with a vibration or electronic state change.

Spectroscopic transitions between electronic states in atoms are complicated as

an electron possesses both orbital,l, and spin,s, angular momentum, each with a

corresponding quantum number,l ands respectively. (The value ofl corresponds

to the common s, p, d . . . orbital labelling system wherel = 0, 1, 2 . . . respectively).

These electronic angular momentum vectors are commonly expressed by the total

quantised angular momentumj vector with a resultant quantum numberj (5.8).

j = l + s, l + s− 1, . . . |l − s| (5.8)

The Russell–Saunders coupling approximation is the most commonly used de-

scription for multiple-electron system. Within this construct, the total orbital an-

gular momentumL , is expressed as the quantised sum ofl for all electrons and by
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similar means, the resultant spinScomponent is formed from the summation of the

individual spin angular momenta. Each momentum vector term has a corresponding

quantum number,L andS respectively. The total resultant angular momentum,J,

is quantised with the resulting quantum number,J , taking values from the combi-

nation of the quantum numbers of the individual total orbital momenta, in a similar

manner to (5.8) [2].

Electronic states are commonly labelled by2S+1LJ , whereL = 0, 1, 2, 3 . . . is

represented by S, P, D, F . . . mirroring the labels for atomic orbitals. For multi-

electron systems, numerous terms can exist and the empirically-derived Hund’s

rules are used to identify the lowest energy configurations. These rules state :

1. The lowest energy configuration has the highest spin multiplicity (2S + 1)

value.

2. For systems with the same multiplicity, the highest value ofL has the lowest

energy.

3. For half filled shells, the lowestJ value results in the lowest energy whilst

for shells which are more then half full, the lowest energy configuration has

the highestJ value.

These rules originate from the minimisation of the spin interaction between elec-

trons (1), maximisation of the orbital momentum,L , (2) and the scalar product of

the spin-orbitJ coupling interactions (3). These rules can break down however

when studying “heavy” atomic species, where magnetic effects involvingj − j

coupling dominate.

In order for transitions to occur between electronic states, the transition mo-

ment, (eq. (5.5)) must be non-zero, which involves a change in the local electric

dipole moment. The subsequent photon absorption / emission process also requires

156



a change in the total electronic angular momentum to ensure conservation of mo-

mentum. These principles are summarised as the atomic selection rules, as shown

below [1].

1. ∆ l = ±1, ∆ L = 0,± 1.

2. The adsorption / emission of a photon must result in a change in parity of

the wavefunction for a non-zero change in electric dipole moment. This is

commonly known as Laporte’s rule and thus wavefunction mapping must

take the following forms: odd↔even; even=even, odd=even .

3. ∆J = 0,± 1 except J=0=J=0

4. ∆S = 0.

The electronic spectroscopy of a diatomic species is further complicated by the

presence of rotational and vibrational effects, which increase the complexity of

recorded spectra. (Molecular spectroscopy theory is beyond the scope of this the-

sis). The electronic momentum vectors (L, S) can couple with the inter-atomic

axis and the strength of these coupling interactions are categorised into three en-

vironments labelled Hund’s case (a), (b) and (c). The first case relates to a strong

interaction where bothL andS couple along the axis to produceΛ~, Σ~ terms re-

spectively; the second case is partial coupling where onlyL couples, while the third

describes situations where the spin-orbital coupling betweenL andS is stronger

than the coupling between either of these and the molecular axis.J then couples

to the axis resulting inΩ~ vector. Each vector product has an associated quan-

tum number and the associatedΩ~ quantum number,Ω, relates to the coupled total

momentum quantum number (5.9).

Ω = |Λ + Σ| (5.9)
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The labelling of diatomic electronic states mirrors the atomic electronic state

description and has the common form2S+1ΛΩ, whereΛ = 0, 1, 2, 3 . . . is repre-

sented by the Greek equivalent of S, P, D, F . . . , i.e.Σ, Π, ∆, . . . For homonuclear

diatomic species, the symmetry of the electronic wavefunction, with respect to a

centre of inversion, is expressed by the addition of a g (symmetric) or u (asym-

metric) subscript to the term symbol. The electronic diatomic selection rules are

analogous to the atomic selections rules.

1. ∆Λ= 0,± 1.

2. g↔u; g=g, u=u.

3. ∆Σ = 0,∆Ω =0,± 1

4. ∆S = 0.

Electronic transitions within diatomic molecules can lead to vibration excita-

tion. The most favourable electronic transition between different vibrational states

is determined by the Franck-Condon principle. This relies on the fact that elec-

tronic transitions occur on a timescale that is much shorter than that for nuclear

motion. The Franck-Condon factor is a measure of the overlap of the vibrational

wavefunctions of the initial and final states (5.10).

R′
′′ev = R′

′′e

∫
Ψ′∗

v Ψ′′
vdτ (5.10)

Within this thesis, three optical spectroscopic techniques have been used to pro-

file the species densities within the microwave plasma reactor.
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5.1.1 Optical Emission Spectroscopy (OES)

Operationally, this is the simplest form of spectroscopy, which monitors the light

emitted as a species relaxes from a highly excited state. This technique is generally

limited to atomic and diatomic systems, as triatomic and other larger multiple-atom

species generally have impenetrably complex spectra, due to the numerous possible

rovibronic transitions, and in many cases, decay non-radiatively rather than emis-

sion. In practice, OE spectra are recorded by passing the emitted light through a

monochromator and onto a suitable detector.

However, care is required in the interpretations of the results from OES as

species have different intensities of emission, which makes the determination of

number densities a complex and difficult process. In summary, OES is a simple,

quick technique which enables qualitative probing of selected species within an

electronically excited sample.

5.1.2 Absorption Spectroscopy

Absorption spectroscopy is based upon the absorption of incident radiation resulting

in an internal promotion between two states. The Beer–Lambert law correlates

the absorbance,A, (the logarithm of the ratio of the initial and transmitted light

intensities, typically from a laser source) to the concentration,[X] in the initial state

of the absorbing species with the cross sectional absorption,σ, and the path length

of the light through the medium,L, (5.11). The cross section and concentration

terms are combined and commonly referred to as the absorption coefficient,α.

A = ln
I0

I
= σ [X] L (5.11)
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Absorption spectroscopy is a species selective technique, which can lead to

quantitative measurement of species concentration profiles, and is relatively simple

to implement. Chapter6 shows the application of absorption spectroscopy within a

microwave plasma system using a new IR spectral region enabled by the develop-

ment of quantum cascade lasers.

However, there are a few inherent issues with absorption spectroscopy. The

detection of species present at low concentrations is problematic as this requires

the measurement of a small change in the intensity (due to the absorption) of a high

intensity light source. Absorption spectroscopy is thus highly dependable on the in-

tensity of the radiation source and any instability within that source propagates into

the absorption measurements. In addition, absorption spectra can be complicated

by the presence of overlapping bands from different species.

5.1.3 Cavity Ring-Down Spectroscopy

Cavity ring-down spectroscopy (CRDS) is a highly sensitive, non-intrusive multiple

pass absorption measurement technique based upon the construction of an optical

cavity by two high reflectivity mirrors (< > 99%) in which a laser pulse is trapped.

The laser pulse slowly decays by transmission through the mirrors and is detected,

usually by a photo-multiplier tube, which measures the rate of decay. Like conven-

tional absorption spectroscopy, CRDS is a line of sight technique which projects

quantitative 3D data into a 2D representation, the column density.

For an “empty” cavity the intensity of transmitted light can be expressed as

an exponential decay (5.12) [3] and the ring-down time for this decay,τ , solely

depends upon the reflectivity of the mirrors,<, the total length of the cavity,L and

the speed of light,c, (5.13) [4].
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I(t) = I0exp

(
−t

τ

)
(5.12)

τ =
L

c(1−<)
(5.13)

The ring-down time is the time it takes for the intensity to decrease to1/e of the

initial signal; the rate is the reciprocal of this time. The presence of an absorbing

medium in the cavity increases the rate at which light is lost from the cavity (5.14),

and thus decreases the ring-down time.

I(t) = I0exp

(
−t

τ
− αcl

L

)
(5.14)

whereα is the absorption coefficient andl is the sample length.

CRDS experiments measure the rate of light escaping from the optical cavity

and the data is described by an exponential decay using the ring-down rate,k =

1/τ. Changes in ring-down rate due to the presence of an absorbing medium at

any particular frequency, (∆k, (5.12) – (5.14)) is shown in equation (5.15). The

measurement of the change in the decay rates removes the dependency for stability

with the incident radiation source and also causes an increase in sensitivity enabling

CRDS techniques to probe weak “forbidden” spectroscopic transitions.

α =
L∆k

cl
(5.15)
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5.1.4 Applying spectroscopy to plasmas used in Diamond CVD

CVD diamond growth occurs from highly activated hydrocarbon / hydrogen gas

mixtures and spectroscopy techniques are the natural methods for probing the gas-

phase composition and reactions that drive the process. Techniques that have been

used to shed light on such issues span optical emission spectroscopy, in situ mass

spectrometry, [5] and a number of laser spectroscopy methods. Included among

the latter are the pioneering infrared (IR) diode laser absorption studies of stable

hydrocarbons and hydrocarbon radicals (e.g., C2H2, C2H4, and CH3) by Butler’s

group [6], [7].

CRDS has been successfully applied to the measurement of CH3 radicals in a

hot filament (HF) system [8], CH radicals in a HF reactor [9] and to C2 radicals

in a microwave reactor used for ultrananocrystalline diamond (UNCD) film growth

[10], an oxyacetylene flame [11] and in a DC arc-jet reactor [12].

Spectroscopic data would, ideally, consist of spatially resolved absolute num-

ber densities, measured as a function of process conditions. In practice, only ab-

sorption methods are well-suited to absolute concentration measurements, and the

densities returned are normally line-of-sight column densities. Without very careful

calibration studies, the other methods will generally only provide relative concen-

trations. These data, taken in conjunction with complementary two- (2-D) or three-

dimensional (3-D) reactor modelling, [13], [14] are largely responsible for the cur-

rent level of understanding of the gas-phase chemistry underpinning diamond CVD

[15], [16].

Within this chapter, the initial profiling of the optically accessible species present

within a microwave generated plasma using OES and CRDS is discussed. Chapter6

will describe the IR absorption measurements that shed light on the interconversion

between stable hydrocarbon species. Below, is a brief description of the some of the
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more important species commonly observed within CVD growing environments.

Atomic hydrogen

Historically, spectroscopic studies of atomic hydrogen have been at the forefront of

the development of quantum mechanics, e.g. Balmer’s empirical description of its

optical emission spectrum (5.16). With one electron, atomic hydrogen is the only

system for which the Schrödinger equation can be solved precisely, because of the

lack of electronic repulsions. The standard description of atomic orbitals is derived

from this solution. This lack of electronic interactions also maximises all orbital

degeneracy within the hydrogen atom, and to a very high level of approximation,

the term energies depend only uponn (5.16). Figure5.2 shows the most common

electronic transitions.

ν = RH

(
1

22
− 1

n2

)
(5.16)

whereν is the frequency, andRH is the Rydberg constant.

C2 species

Figure5.3shows the molecular orbital (MO) diagram for the electronic ground state

for C2,
1Σ+

g , and the low lying excited statea3Πu only 716 cm−1 above ground state,

[18].

The C2 radical species is of interest because of the characteristic green optical

emission observed during CVD growth cycles which provides clear evidence of its

presence. This emission is due to thed3Πg – a3Πu vibronic transition, commonly

known as the Swan band. The intensity of such optical emissions has led to sugges-
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Figure 5.2: The more commonly observed electronic series of atomic hy-
drogen [17].

tions - based both on experiment [19] - [21], and theory [22]- [25] - that C2 may be

an important growth species. The C2 radical has been intensively probed within the

DC arc–jet reactor at Bristol using both OES and CRDS [10], [12].

There have been suggestions that the population of the ground state of C2 within

a CVD diamond growing environment is reduced relative to that predicted on the

basis of local thermodynamics equilibrium. This depopulation is proposed to orig-

inate from ground state C2 reacting faster with atomic and molecular hydrogen

species than the exciteda3Πu state [26]. However, CRDS studies of ground and

excited state C2 radicals within a DC arc-jet reactor at Bristol, have revealedX : a

state populations ratios comparable with a Boltzmann distribution and T∼3000 K [27].
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(a) (b)

Figure 5.3: The MO electronic structure for the (a)X1Σ+
g ground state (b)

first excited state,a3Πu, for the C2 diatomic. Core 1s electrons omitted.

5.2 Experimental construction

A custom designed and built microwave reactor which operates with mixtures of

hydrocarbon (CH4 or C2H2), Ar, and H2 has been installed. The microwave re-

actor has the general form of a vertically aligned cylinder of volume∼600 cm3,

with microwaves (2.45 GHz from a Muegge power supply and generator) fed from

above through a quartz window by an antenna system. The respective gas flows are

metered through individual mass flow controllers (MFCs) and mixed prior to intro-

duction into the reactor through two 6.25 mm diameter stainless steel inlet pipes

located near the top, and on opposite sides, of the reactor. The chamber walls are

water cooled (water flow 6 l min−1). The chamber is exhausted through six, ra-

dially symmetric, 6.25 mm diameter pumping ports machined into its base, using

a two-stage rotary pump (Edwards E2M8). An in-line feedback controlled throt-

tle valve between the reactor and this pump enables stable operation at any user-
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specified pressure in the range 40≤ P≤ 200 Torr. Diamond is typically deposited

on a polished Mo substrate (30 mm diameter) mounted centrally on the (detach-

able) water-cooled base of the reactor. The substrate temperature is monitored by a

single colour optical pyrometer.

The reactor has been designed with two vertical slots (30mm× 6mm) which

lie along the central plane of the reactor and these viewing ports have been used to

probe along the vertical axis of the generated plasma. The microwave reactor is held

within a rigid aluminium frame to which all subsequent spectroscopic equipment

can be firmly mounted.

5.3 Optimisation of process conditions for CVD di-

amond growth in CRDS Microwave Reactor by

the Taguchi method

The Taguchi method of robust product design is an engineering method for multi

component optimisation of a system. Taguchi developed a practical approach in

which the theories of statistical design of experiments could easily be incorporated

into modern engineering.

The framework of the system is the identification of control parameters which

affect measurable quality of the product. The control parameters are then simul-

taneously manipulated and the product quality is measured for each sample. The

mathematical backbone to the Taguchi approach is the construction and manipu-

lation of arrays containing system variables. This enables a vast reduction in the

number of samples that need to be prepared and also enables a quantitative predic-

tion of the optimum conditions. This technique has been successfully applied to
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Diamond CVD growth [28], [29].

The four main parts of implementing of the Taguchi approach are highlighted

below [30], [31].

1. Identification of quality control.

2. Design of experimental conditions and control parameters.

3. Data analysis.

4. Predictions of optimal conditions.

5.3.1 Identification of quality control

Within current literature there is a variation in the reported optimum conditions for

diamond CVD growth. Part of the problem is recognising the effects of a variable;

whether the observed change is due to the specifics of the reactor used or relates to

a global growth process factor.

The aim of this investigation is to identify the best process window for CVD

diamond growth. The quality of CVD diamond can be quantified via the ratio of sp3

to sp2 carbon present in each sample. The ratios can be measured by comparison

of the areas of the diamond Raman peak (1332 cm−1) and the graphite D and G

band Raman peaks (1355, 1575 cm−1) [32], [33]. The growth rate of diamond films

is a secondary factor and will only be used to distinguish samples of comparable

quality.
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5.3.2 Design of experimental conditions and control parameters

In order to optimise the experimental conditions, it is necessary to identify system

variables whilst minimising the introduction of noise. The main variables in CVD

diamond growth within the microwave reactor are highlighted and discussed below.

1. Substrate Temperature, Tsub. The substrate temperature is regulated by the

thermal conductivity between the molybdenum substrate and the water cooled

surface on which it sits. The current reactor design uses a ring of molybde-

num wire of various thickness as a spacer to create a trapped volume of gas

under the substrate, which regulates the substrate temperature. The current

reactor design has no method for maintaining a constant Tsub during a growth

run and Tsub is measured by a pyrometer focused on the edge of the sub-

strate. During the growth process, deposition may occur which may change

the emissivity of the substrates and the growing film is encroaching further

into the plasma - both of which factors can lead to variability and uncertainty

in surface temperature [34]. There is evidence that temperature affects the

ratio of {100} / {111} growth features [35] and that the ideal substrate tem-

perature for CVD diamond growth is near 800◦C [36].

2. Microwave input power & background gas pressure. The microwave plasma

density is directly related to the input power coupled into the microwave reac-

tor and the pressure at which the plasma is maintained. The literature suggests

that an increase in the plasma density causes an increase in the local concen-

tration of atomic hydrogen and thereby enhances the methyl radical density

[37] – [40]. This has been linked to an increase in the growth rate and quality

of a CVD diamond film [41].

3. Gas mixture compositions. As shown in Chapter1, the methane concentra-

tion within a CVD reactor affects the level of diamond nucleation and the
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growth rate. Thus the CH4 flow rate controls the subsequent quality of the

grown diamond films, with higher percentages (> 4%) of CH4 resulting in a

poorer quality diamond and a higher growth rate and vice versa. Argon addi-

tion is suggested to improve the growth rates of CVD diamond, as well as the

quality, due to the addition of ionic and Penning reactions into the gas-phase

chemistry [42].

Highly polished Molybdenum substrates (30 mm diam, 3 mm thickness) are

cleaned with non-polar and polar solvents before being abraded with a suspension

of 6 µm diamond dust in ultra pure water (18 MΩ) in an ultrasonic bath. To ensure a

reproducible positioning of the spacer wire, a light groove (29 mm diam) is applied

to the reverse side of the substrate, to which the spacer is attached by silver dag after

being shaped to the same diameter by means of a former, Figure5.4. The substrate

position is fixed in the centre of the reactor by a removable template.

(a) (b)

Figure 5.4: Photos showing the reverse of a Molybdenum substrate (a) the
groove (b) spacer mounted upon a substrate.
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For any chosen set of gas reagent ratios, a standard flow of 565 sccm of premixed

gas entered the chamber and was maintained at the allocated pressure. A microwave

plasma was struck in a low pressure mixture of argon and hydrogen (typically 10

Torr), and pressure was increased to the desired level. Methane introduction into the

system defines the beginning of the growth run which lasted for 6 hours. This period

of time was deemed appropriate for minimising the effects of diamond growth into

the plasma yet still creating a free standing diamond film, leaving the substrate

suitable for further use.

Table 5.1 shows the incorporation of the afore mentioned variables with five

levels into a L’16 array. This reduces the number of experimental permutations

from 625 to just 16.

5.3.3 Data Analysis & Predictions

The analysis of the means (ANOM) method is the preferred way of interpreting

the experimental results. For each level of each variable, the average Raman sp3

/ sp2 carbon ratio,ya, is calculated from all experimental runs grown under that

particular condition, Table5.2. (AppendixE contains the Raman spectrum for each

sample). Quantitative predictions for the sp3 / sp2 carbon ratio, for a given set of

experimental conditions,ypredicted, can be made by the summation of the individual

deviation of each variable,ya from the experimental average valueyexp, (5.17).

ypredicted = yexp + (ya − yexp) + (yb − yexp) + . . . (5.17)

Table 5.3 lists the calculated individual contribution that each variable makes to

the sp3 / sp2 ratio. Simple analysis of these results show that, for the conditions
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Sample Spacer Microwave Pressure %CH4 %Ar

Number height / inches power / kW / Torr

1 0.008 1.00 75 2 2

2 0.008 1.25 100 3 4

3 0.008 1.50 125 4 6

4 0.008 1.75 150 5 8

5 0.009 1.00 100 3 8

6 0.009 1.25 75 5 6

7 0.009 1.50 150 2 4

8 0.009 1.75 125 3 2

9 0.010 1.00 125 5 4

10 0.010 1.25 150 4 2

11 0.010 1.50 75 3 8

12 0.010 1.75 100 2 6

13 0.012 1.00 150 3 6

14 0.012 1.25 125 2 8

15 0.012 1.50 100 5 2

16 0.012 1.75 75 4 4

Table 5.1: L’ 16 Taguchi Array used for optimisation of CRDS microwave
system

studied, the best quality diamond films should be grown using the 0.012” spacer,

with a plasma maintained at 1.75 kW with a gas mixture consisting of 3% CH4 /

2% Ar / balance H2, and a pressure of 125 Torr. The Taguchi optimisation method

suggests that the input microwave power have the greatest effect upon the diamond

quality, and that there is an optimum methane concentration. There is a modest

effect on quality with the variation of the spacer height, the large value for the the

0.009“ spacer height is slightly distorted by the large sp3 / sp2 ratio for sample 8.

Any effects of argon concentration and overall system pressure on the quality of the

diamond films are not resolvable from this data set and further investigations are

required.
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However, caution must be taken in extrapolating these results for longer growth

periods, due to the relatively short timescale of each experimental run, which may

be comparable with the nucleation phase of CVD diamond growth. Hence, it is

conceivable that the optimisation process has identified the experimental conditions

suitable for nucleation and the formation of many small crystallites rather than for

fewer larger crystals. These results show that diamond growth is possible for all

the process gas conditions studied and that the nearest approximation to the stan-

dard conditions (4% CH4; 7%Ar; 150 Torr; 1.50 kW; 0.012” substrate spacer) used

within the spectroscopic investigation of the plasma should lead to a high quality

CVD diamond film, (ypredicted = 15.88%).

Sample sp3 / sp2 ratio Sample sp3 / sp2 ratio

1 1.45% 9 3.14%

2 0.51% 10 0.26%

3 0.43% 11 1.01%

4 0.42% 12 0.54%

5 0.00% 13 2.48%

6 4.33% 14 7.79%

7 2.31% 15 3.75%

8 16.97% 16 10.77%

yexp 3.51%

Table 5.2: The calculated sp3 / sp2 ratio for samples listed in Table5.1.
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5.4 Optical Emission Spectroscopy

5.4.1 Experimental Method

Initial OE spectra were recorded by probing a 3 mm column (defined by 2 irises

aligned in front of an optic fibre bundle). Light was coupled through the quartz

fibre optic bundle (diam 3 mm), into a 12.5 cm monochromator (Oriel Instaspec IV,

600 lines mm−1 grating) which enabled the simultaneous recording of a 300 nm

wide portion of the spectrum onto a UV extended CCD device. This experimental

setup enabled the vertical profiling OES which was performed in 3 mm steps.

High resolution spectra of C2 species present within a plasma generated within

the microwave reactor were taken by focusing the emitted light from the reactor,

through a chopper system (operating at 100Hz) into the quartz fibre optic bundle

(diam 3 mm). The optical bundle was connected into a 0.5m Spex 1870 spectrom-

eter (slits size of 100µm, 2400 lines mm−1 holographic grating) and the light was

detected by a photo-multiplier tube operating at 1 kV. The signal was processed by

a lock in amplifier (Stanford Research Systems), linked to the chopper system, and

data was recorded on a LeCroy wavesurfer 424 oscilloscope, in conjunction with

the in-house ”Drive” data collection program. Spectral wavelength scales were pro-

vided by comparison with spectral features computed by the PGOPHER program

[43] using previously compiled spectroscopic constants [44].

5.4.2 Results

Low Resolution OES

Figure5.5compares optical emission spectra from a diamond growing CVD plasma

at three different pressures. All spectra show emissions at 656.3, 486.1, 434.1 nm,
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Figure 5.5: Low resolution optical emission spectra from a 4.4% CH4 / 7%
Ar / balance H2 plasma generated within the microwave system, sustained
at 1.45 kW, measured at a height of 4 mm above the substrate, at pressures
of (a) 50 (b) 100 (c) 150 Torr. The Hα OES signals have been truncated to
retain clarity.

which correlate to the hydrogen Balmer alpha, beta and gamma (Hα, Hβ and Hγ)

emissions respectively, with decreasing relative intensities. The strength of the op-

tical emission from the C2 d3Πg – a3Πu Swan band shows a strong pressure depen-

dence, increasing in intensity with pressure, accompanied by comparable rises in

the associated∆ν=1 and∆ν=-1 bands. For the lower pressure regimes, a complex

spectral pattern can also be seen between 566 – 644 nm, which has been seen in

in Ar: H2 plasma and hence is tentatively ascribed to emissions from complexes

arising from interactions between argon and hydrogen species. There is a lack of

discernible optical emission signal from CH (A2∆ −→ X2Π,∼431 nm) or any CN

(B2Σ+ −→ X2Σ+, ∼388 nm) species within the spectral window studied. This

phenomenon may be explained by a poor level of light transmission through the

optical bundle and a poor UV response from the CCD device

Figure5.6compares the intensities for the three brightest emitting species (Hα,

Hβ and C2 Swan band head) as a function of distance from the substrate for the three
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pressures shown in Figure5.5. For plasmas sustained at 50 Torr, the maximum Hα,

Hβ and C2 optical emission intensity is 1 mm above the substrate and the intensities

of these peaks decay with increasing distance from the substrate. At 100 Torr, the

same overall trend of decreasing emission intensity with vertical height occurs but

Hα and C2 emissions have different profiles. However, at 150 Torr, there is a local

maxima in both the Hα and C2 emission intensity located at 7 mm and 10 mm

respectively from the substrate.
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Figure 5.6: The measured optical emissions from the C2 Swan band,
Hαand Hβ transitions as a function of distance from the substrate (distance
= 0 mm) at (a) 50 Torr (b) 100 Torr (c) 150 Torr. All emission spectra were
recorded under the standard condition with a gas mixture of 4.4 % CH4 /
7% Ar in a balance of H2 at a total flow rate of 565 sccm with 1.50 kW of
microwave power.
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High Resolution OES

The comparatively low levels of emitted light from the microwave reactor coupled

with the poor transmission of light through the optical bundle prevented the record-

ing of a vertical profile of C2 using the high resolution OES experimental setup.

Figure5.7shows a typical high resolution spectrum of the C2 (d3Πg – a3Πu) Swan

band transition recorded from the focused optical emissions from the centre of the

plasma.
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Figure 5.7: High Resolution optical emission spectrum of the C2 d3Πg –
a3Πu Swan band emission from a plasma resulting from a 4.4 % CH4 / 7 %
Ar in a balance of H2 gas mixture, sustained at 1.45 kW microwave power,
at a pressure of 150 Torr.
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5.5 Cavity Ring-Down spectroscopy

5.5.1 Experiment

Measurements of the C2(d-a) Swan band were performed in the custom made high

pressure microwave reactor by pulsed laser CRDS as shown in Figure5.8.

(a) (b)

Figure 5.8: (a) Systematic drawing showing CRDS set up (b) experimental
apparatus (guiding optics omitted for clarity).

Highly reflective concave mirrors (diam. 26.3 mm, radius of curvature 1 m) are

mounted at the ends of tubular stainless steel side arms 50 cm from the centre of the

plasma so as to form an optical cavity. Each mirror is held in place within a three-

way screw construct which enables fine tuning of the cavity alignment. Argon

purges are present in front of each mirror, thereby minimising deposition on the

mirror surface during measurement. Laser light is from a mains frequency triggered

(stepped down to 10 Hz) Nd:YAG pumped dye laser (Continuum Surelite; Sirah

Cobra) using Coumarin 307 dye, to produce tunable radiation at wavelengths∼516

nm. The light (Energy< 11 mJ / pulse, bandwidth = 0.09 cm−1 (FWHM)) is

coupled into the optical cavity through one of the mirrors by means of a lens (f = 50

cm) and steering prisms. Subsequent light decay from the cavity is measured using
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a photo-multiplier tube, the output of which is recorded on a fast digital oscilloscope

(LeCroy 9361). The centre of the optical cavity is∼10 mm above the centre of

the substrate surface, at which point the laser beam waist is∼0.5 mm diameter.

Typical ring-down times were in the order of 5µs. The ring-down signals were

recorded by the in house program “Drive” which also calculated the changes in

ring-down rates, (∆k), whilst scanning the dye-laser (typical scan rates 0.01 cm−1

s−1). Individual rotational lines in the∆k versus wavelength spectra were fitted to

Gaussian functions, (5.18).

f(x) =
a

σ
√

2π
e−(x−µ)2/2σ2

+ c (5.18)

wherea is the area of the peak;c is the vertical offset ;σ2 is the variance of the

Gaussian function andµ is the location of the centre of the peak.

5.5.2 Results

Spectra of the C2 d3Πg−a3Πu (0,0) band have been recorded over a wide wavenum-

ber range, with the detection of rotational lines involving J”> 67. Figure5.9shows

a typical example. The assignment of these lines was made using the PGOPHER

simulation program [43] and spectroscopic constants taken from previous work

within the group [12]. Spectra were analysed as a function of process conditions;

% CH4; % Ar; microwave power and total chamber pressure.

Plasma temperature

The gas temperature of the plasma can be estimated from the rotational tempera-

ture of C2 species present within the reactor. This rotational temperature can be

computed from the population of the rotational states within the C2 species and
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Figure 5.9: CRDS spectra of the C2 d3Πg−a3Πu origin band under typical
operating conditions of power of 1.5 kW, with gas composition of 4.4%
CH4; 7% Ar; balance of H2 at a pressure of 150 Torr measured at a distance
of ∼10 mm from the substrate.

is calculated from the measurement of the C2 line intensity,IJ ′J ′′, the calculated

lines strength,SJ ′J ′′, and the rotational energy of the various absorbing level,EJ ′′,

(5.19).

IJ ′J ′′

SJ ′J ′′
= exp (−EJ′′/kbT) (5.19)

The resulting Boltzmann plot for the standard conditions is shown in Figure5.10

resulting in an average gas temperature of 3520± 260 K. The linear correlation

implies that the hot region of gas is highly localised and it can be inferred that the

“hot” C2 species are solely located within the plasma, in the centre of the optical

cavity. This recorded temperature is comparable with values measured within the

DC arc-jet and with experiment modelling of this experiment [12].
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Figure 5.10: A Boltzmann plot comparing C2 line intensity, the calculated
line strength and the energy of rotational transitions. The studied plasma
is running under the typical operating conditions, with gas composition of
4.4% CH4; 7 % Ar; balance of H2 at a pressure of 150 Torr sustained at 1.5
kW. The line of sight column was measured at a distance of∼10 mm from
the substrate.

CRDS spectra

Figure5.11shows a portion of the C2(d-a0,0) band which contains transitions from

both low and high rotational states, which were used to monitor C2 column densities

as a function of process parameters.

Accurate measurements of the length of the absorbing medium,l, are problem-

atic and a source of major errors in such CRDS measurements of localised plasmas.

Hence, for these initial studies, column densities have been considered. The ab-

sorption coefficients are related to the C2(a, v=0) column density by equation5.20

[45].

∫
line

αν dν =
λ2

8πc

gd

ga

[C2(a, v = 0)] A00 p (5.20)
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Figure 5.11: CRD spectrum of of a small portion of the C2 d3Πg − a3Πu

origin band under typical operating conditions, with gas composition of
4.4% CH4; 7% Ar; balance of H2 at a pressure of 150 Torr, maintained with
an input power of 1.5 kW. The column probed was a distance of∼10 mm
from the substrate. A PGOPHER simulation of this region of the spectrum,
assuming Trot = 3500 K, is shown above.

wherep is the fraction of the total band oscillator strength in the rotational line

under investigation (which can be calculated from the PGOPHER simulation of the

C2 spectrum provided that Trot is known);λ is the wavelength of the absorption;A

is the Einstein A coefficient for this band; andgd/ga is the ratio of the electronic state

degeneracies. C2 column densities for the typical operating conditions specified in

the caption to Figure5.11 are found to be 3.62× 1012 cm−2. For any given run

under these standard conditions, the standard deviation in the derived C2 column

densities on any one day is only∼2%.

Process conditions effects

Column densities for the variations in process conditions have been calculated at

3500 K. Modelling of the plasma ball as having a constant gas temperature is a rea-

sonable approximation as the rotation temperature derived from the Boltzmann plot
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is a weighted average value for the distribution of C2(a) radicals along the viewing

column. This spread (likely to be a few 100 K at most) leads to a relatively small

uncertainty in the valuep. Figures5.12(a), 5.12(b), 5.12(c)& 5.12(d)show the

measured variation in C2(a) column densities as a function of process conditions.

All show linear correlations. Figure5.12(b)shows that the C2(a) column density

is rather insensitive to changing the Ar : H2 ratio while all other variations inves-

tigated thus far cause similar increases in C2(a) column densities from∼1× 1012

cm−2 to∼7× 1012 cm−2.

There is a difference of∼ 20% between the column densities calculated from

measurements of the low and high J transitions. This difference varies as a function

of process conditions. This effect may be due to changes in the gas temperature as

the calculated column densities assume a constant gas-phase temperature of 3500 K

derived from the Boltzmann’s temperature analysis. It is also possible that there is

a non-linear temperature distribution through the plasma ball and this results in

further distortions in the calculated column densities.
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Figure 5.12: Variation of C2(a) column density with (a)% methane (7%
Ar, balance H2) and (b)% argon (4.4% CH4, balance H2), at a total pressure
150 Torr (c) total pressure, p, (P = 1.5 kW) and (d) applied microwave
power, P, (p = 150 Torr) . The effect of the individual variables was assessed
as a deviation from the standard conditions of a gas composition of 4.4%
CH4; 7 % Ar; balance of H2 at a pressure of 150 Torr sustained at 1.5 kW
and the column density measurements were made at a distance of∼10 mm
above the substrate surface.
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Numbers densities

Translating the C2 column densities into an effective number density is a complex

process requiring accurate modelling of the plasma chemistry and reaction dynam-

ics. However, the calculation of the gas temperature based upon the Boltzmann

rotational state population distribution of C2, Figure5.10, highlights the localised

nature of the hot C2 species. It is thus reasonable to assume that the majority of the

C2 present within the reactor will be in the plasma ball. A simple approximation

for the modelling of number density would be to assume a uniform distribution of

C2(a) within the observed plasma ball and that the size of the plasma correlates to

the diameter of the molybdenum substrates and to the experimental conditions.

Figure 5.13: Photo of the side view of a plasma operating under standard
conditions (i.e gas composition of 4.4% CH4; 7 % Ar; balance of H2 at a
pressure of 150 Torr sustained at 1.5 kW). The bar shows the path along
which the plasma is measured and all subsequent plasma images are scaled
to this image.

In order to resolve these issues, direct monitoring of the plasma emission with

a CCD camera array has been used to size the plasma ball under the full range of

experimental conditions. These relative sizes are then used to calculate an effective

number density using the∆k and column density data for the J” = 8 transition, from

the previous section (The J” = 37 data follow a similar pattern). Figure5.13shows

a typical side image of the plasma under the standard conditions, against which all

images are sized. (AppendixF contains all images used for processing the number

185



densities)

The two assumptions made in this work are that the C2 species probed by CRDS

are confined within the plasma ball and for a plasma maintained under standard

conditions, the absorbing path length is 30 mm, the diameter of the molybdenum

substrate. The relative absorption lengths of C2 are incorporated into eq (5.15) and

Figure5.14(a), 5.14(b)& 5.14(c)shows the resultant number densities as a function

of pressure, power and the methane concentration. These results are compared

with number densities calculated assuming a constant path length,l of 30 mm.

(The effects of argon upon the size of the plasma ball were below the resolution

of the experimental setup and hence negligible.) These results show that changes

in pressure and methane concentrations have minimal effects on the size of the

luminous plasma ball and thus on the assumed size of the column of absorbing

C2. This explains the similarities between the calculated number densities shown in

Figure5.14(a)& 5.14(c). However, Figure5.14(b)shows a clear difference between

the number densities calculated by the two methods, indicating that the size of the

plasma ball is sensitive to the input power.
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Figure 5.14: Comparison of the variation of C2(a) number densities from
probing on the J” =8 transition, using the scaled absorption path lengthl
and a fixedl of 30 mm for (a) total pressure, p, (b) applied microwave
power and (c) % CH4. These results were obtained from deviations from
the standard conditions of 4.4% CH4, 7 % Ar, balance H2 gas mixture at
a gas pressure of 150 Torr with an input power of 1.5 kW. Measurements
were performed at a distance of∼10 mm above the substrate surface.
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5.6 Initial thermodynamical and kinetic modelling of

gas-phase chemical processes

At Bristol, OES and CRDS measurements on HF and DC arc-jet reactors have

shown a high level of agreement with the predictions from modelling work by

Mankelevich [13], [15], [46] – [48]. These results imply that the model used in-

cludes a good understanding of the gas-phase chemistry occurring within the CVD

environment. Within this section, modifications to and preliminary results from,

modelling of the gas-phase chemistry in a high-pressure microwave reactor are pre-

sented.

Initial modelling has focussed upon replicating the standard conditions, (4.4%

CH4, 7 % Ar, balance H2 gas mixture, at a gas pressure of 150 Torr with an input

power of 1.5 kW) Based on power balance considerations, the plasma within the

microwave system is estimated to have an electronic temperature, Te =1.5 ev and

a power density of 200 W cm– 3. This energy is absorbed by electrons, which lead

to vibrational and rotational excitation of H2 (∼62% and 26% of the total absorbed

energy respectively); the dissociation of molecular species (∼6.5%, H2, ∼1.5%,

CxHy) and the ionisation and excitation of gas-phase species (∼4%). The most

important reactions are highlighted in (5.21)–(5.25)).

CxHy + e −→ CxH
+
y + 2 e− (5.21)

H + e− −→ H+ + 2 e− (5.22)

H2 + e− −→ H+
2 + 2 e− (5.23)
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Ar∗ + CxHy −→ CxH
+
y + e− + Ar (5.24)

H∗
2 + CxHy −→ CxH

+
y + e− + H2 (5.25)

However, the initial model is lacking one or more cooling pathways as it currently

leads to unrealistically high Tgas (∼ 4000 K) and hydrogen atom mole fractions (>

50% in the plasma ball). An initial spatial model of the microwave reactor and the

chemistry occurring within it can be made by limiting the gas-phase temperature

within the plasma to 3000 K. Figure5.15(a)shows the spatial distribution of the

local gas-phase temperature and electron distribution that results, confirming that

the fixed probing through the centre of emission intensity of the plasma, (∼10 mm

from the substrate), is through the hottest region of the gas mixture. Figure5.6

shows the predicted distribution of the H atom and C2 radicals within the reactor,

which is in good qualitative agreement with the experiment OES measurement at

this pressure, Figure5.6(c). The two species show different number density pro-

files, both of which maximise away from the substrate. The model also emphasises

the inhomogeneous nature of the plasma ball and suggests a column density of C2

radicals over the total substrate of∼1.3×10 14cm−3.

Table5.4shows predicted number densities of selected species, 1 mm from the

substrate under standard conditions, with molecular C2H2 being the most abundant

species present. This model also suggests the main possible growth species present

as CH3 and C2H with relatively low C2 concentrations.
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(a)

Figure 5.15: Calculated (r,z) distribution for (a) gas temperature, Tg (left)
and electron distribution (right) (b) hydrogen (left) and C2 (right), within
microwave reactor under standard conditions.

Species Concentration

cm– 3

H 4.31E+15

CH3 2.37E+13

C2H2 1.15E+16

CH2 2.60E+11

C2 6.74E+09

C2H 1.77E+12

C2H4 7.58E+12

CH4 1.70E+14

C3H2 2.39E+13

C4H2 2.95E+13

H2 6.17E+17

Table 5.4: Table summarising the predicted number densities for the major
CVD species, present within the plasma ball, at 1 mm above the substrate
within microwave reactor under standard conditions.
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5.7 Conclusions

The installation and optimisation of a high pressure CVD microwave reactor has

been performed. OES studies show that the main emitting species present in the

plasma are hydrogen (Hα, Hβ) and C2(a). Vertical profiling using OES has revealed

the structure of the plasmas at different pressures.

CRDS has been shown to be a viable technique for measuring column densities

of C2(a) radicals over a wide range of process conditions. CRDS measurements of

C2 rotational temperature have found the plasma temperature to be 3520± 260 K.

C2(a, v=0) column densities under the base operating conditions (applied microwave

power P = 1.5 kW, gas composition 4.4% CH4, 7% Ar, balance H2, p = 150

Torr, and measuring at a distance of∼10 mm from the substrate) are found to be

∼3.62× 10−12 cm−2. Optical measurements of the microwave plasma have shown

that that there is minimal variation in the size of the plasma ball as CH4 flow rate or

total pressure are varied, but that the applied power has more affect on the plasma

ball size. All observations are in good agreement with the initial modelling predic-

tions by Mankelevich.
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Chapter 6

Monitoring of CH 4 and C2H2

column densities in CH4 / Ar / H 2

and C2H2 / Ar / H 2 gas mixtures in

the microwave CVD reactor using an

Infrared Quantum Cascade Laser

This chapter reports the first illustrations of the use of pulsed quantum cascade

lasers for in situ probing of the chemistry prevailing in microwave plasma activated

hydrocarbon / Ar / H2 gas mixtures used for diamond thin film growth. CH4 and

C2H2 molecules, and their interconversion, have been monitored by line-of-sight

single pass absorption methods, as a function of process conditions (e.g., choice of

input hydrocarbon (CH4 or C2H2), hydrocarbon mole fraction, total gas pressure,

and applied microwave power).
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6.1 Introduction

The important role of atomic hydrogen in the CVD growth of diamond has been

shown throughout this thesis, highlighting the role it plays in controlling the growth

of the diamond surface, Chapters3, 4, as well as controlling the nature of gas-

phase dopants, Chapter2. Attention now shifts to the role of atomic hydrogen as a

gas-phase reagent with hydrocarbon species. Chapter1 showed that most diamond

CVD is brought about by using activated dilute methane / H2 gas mixtures. Acti-

vation leads to dissociation of molecular hydrogen, and formation of H atoms. The

most important role of these atoms, in the context of the gas-phase chemistry in-

volved with CVD diamond growth, is activation of gas-phase hydrocarbon species

via the sequence of H-shifting reactions (6.1).

CHy + H −−⇀↽−− CHy−1 + H2 y = 4 - 1 (6.1)

Self-reactions between the resulting CHy-1 radicals can yield C2Hx (x ≤ 6) species,

which participate in a similar sequence of H-shifting reactions (6.2).

C2Hx + H −−⇀↽−− C2Hx−1 + H2 x = 6 - 1 (6.2)

Any thorough understanding of the diamond CVD process thus requires rather de-

tailed knowledge of the chemical environment immediately adjacent to the growing

film surface. Chapter1 has highlighted the main research impetus in studying the

CVD environment and Chapter5 has highlighted the main uses of spectroscopic

techniques within a CVD diamond growing environment.

A key feature of understanding the CVD process is the recognition of high H

atom number densities throughout the reactor – even in the peripheral, cooler re-

gions, where the H atom densities far exceed those expected on the basis of local
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thermodynamic equilibrium. This reflects the paucity of efficient H atom loss pro-

cesses in these gas mixtures (which typically contain 95 – 99% H2). These H atoms

not only drive the families of radical forming H shifting abstraction reactions (6.1)

and (6.2) but also, in the cooler regions, participate in H addition reactions that con-

vert C2H2 (the most stable C2Hx species at high gas temperatures) back to the CHy

family [1] [2]. If the CHy −−⇀↽−− C2Hx interconversions are sufficiently rapid, it fol-

lows that the detailed distribution of CHy, C2Hx, etc. species present in an activated

hydrocarbon / H2 gas mixture should be relatively insensitive to the precise choice

of hydrocarbon feedstock gas. In support of this view, a number of early diamond

film growth studies demonstrated that similar morphologies and growth rates could

indeed be obtained by using different hydrocarbon source gases (at a constant input

carbon mole fraction) [3]. While qualitatively correct, there is a wealth of avail-

able data to suggest that this assumption cannot be correct in detail. For example,

earlier comparison of HF activated 1% CH4 / H2 and 0.5% C2H2 / H2 gas mixtures

indicated that there were 3 times higher CH3 radical number densities near the fil-

ament in the former [4]. There remains a continuing need for new and improved,

non-intrusive, in situ probes of the gas-phase chemistry and compositions, not just

to quantify such differences better and to move our understanding of the diamond

CVD process to a higher level, but also from the viewpoint of improved process

control.

Here we provide the first illustrations of the potential of quantum cascade (QC)

laser technology to address some of these issues. The theory behind quantum cas-

cade lasing has been well described in the literature [5], however the physical con-

struction of these devices has only recently been realised [6], [7]. Quantum cascade

lasers work on a basic 3 level laser principle based on transitions across very thin

layers of different semiconductors, Figure6.1. The construction of the semicon-

ductor layers generates a series of square well potentials within the device, which
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directly control the lasing wavelength and offer a narrow laser line width laser.

This process avoids using the natural band-gap of the optical medium and thus of-

fers new lasing regions. The laser works by an optical lasing transition between

levels 3 and 2 producing one photon followed by a fast electronic transition from

level 2 to 1 which then populates the next upper level of the next construct. The

optic flux of the laser is determined by the number of the cascading units. Applica-

tion of a fast square wave potential pulse across the laser leads to a current sweep

in the laser which lowers the lasing frequency and produces a distinct non-linear

frequency “chirp” pulse.

Figure 6.1: Schematic of the quantum cascade laser energy profile from
ref [7]

Specifically, we have employed a pulsed QC laser operating at∼ 1275 cm−1 to

probe CH4 and C2H2 molecules, and their interconversion, in a 1.5 kW microwave

reactor operating with both CH4 / Ar / H2 and C2H2 / Ar / H2 gas mixtures, as

a function of process conditions (e.g., input hydrocarbon mole fraction, total gas

pressure, and applied MW power). In addition, the rapid sweep rate of such pulsed

QC lasers has enabled new insights into the time evolution of the CH4 / C2H2 ratio

when either is introduced into (or removed from) an established Ar / H2 plasma.
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6.2 Experimental Details

The plasma of interest was maintained in a custom designed and built MW re-

actor operating with mixtures of hydrocarbon (CH4 or C2H2), Ar, and H2 (BOC,

with respective stated purities of 99.5% (CH4), 98.5% (C2H2), 99.995% (Ar), and

99.995% (H2)). The design specification and initial characterisation of this reactor

are discussed in Chapter5. Those studies provide the basis for the adoption of the

following standard conditions: a gas mixture consisting of 4.4% CH4 / 7 % Ar / bal-

ance H2, maintained at 150 Torr and the plasma sustained by a 1.5 kW microwave

source.

The column probed by the laser is defined by two 4 mm-diameter apertures

mounted on opposite sides of the reactor, allowing single-pass line-of-sight mon-

itoring along an axis parallel to, and 13 mm above, the substrate surface. In the

present experiments, these apertures were sealed by thin, polished CVD diamond

windows (Element Six Ltd) mounted on wedged flanges so as to minimise etaloning

effects. The window-window separation, and thus the length of the sampled col-

umn, was = 19.0 cm, of which the luminous plasma ball appeared to span the cen-

tral ∼ 30 mm. The QC laser spectrometer and its operation have been described

elsewhere [7] – [9]. The present experiments employed an 8µm laser, mounted in

a compact QC laser head and driver developed by Cascade Technologies Ltd [10].

When operating at -2◦C, the output wavenumber from the laser could be swept

from 1277.6 to 1273.0 cm−1 (a 140 GHz tuning range) in 2µs by applying a square

voltage of this duration to the laser head. This wavenumber sweep is repeated, typi-

cally at a frequency of 5 kHz, thereby enabling rapid acquisition of infrared spectra

with good signal-to-noise ratio by averaging many successively acquired spectra.

The linearly polarised, unfocused laser output was attenuated by using a rotatable

linear polariser (to avoid saturating the detector), and aligned along the viewing axis
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by using two 90◦ turning mirrors. The transmitted light was focused onto a liquid

nitrogen cooled detector (Kolmar Technologies KV104-0.1-1A-3) with a parabolic

mirror, and the detector output passed through a fast amplifier (Femto Messtechnik

HAS-Y-1-40) to a fast data collection card (Acqiris DP210) in a PC running under

Labview control. Spectra were transformed and linearised from time to wavenum-

ber space by periodically measuring the interference fringes produced by inserting

a Ge Etalon (free spectral range = 0.0481 cm−1) into the laser beam path.

6.3 Results

Figure 6.2 shows measured single pass, line-of-sight absorption spectra of MW

activated 4.4% C2H2 / 7% Ar in H2 (upper panel) and 8.8% CH4 / 7% Ar in H2

(lower panel) gas mixtures.

wavenumber/ vibrational rotational

cm−1 [11] transition transition

1277.47335 410 4F2 – 5F1,1

1276.84431 410 4F1 – 5F2,1

1275.38678 410 4E – 5E

1275.04168 410 4F2 – 5F1,2

Table 6.1: Assignments of observed CH4 absorption lines.

The carbon mole fraction in each case is thus the same, as is the total flow rate

(565 sccm), pressure (150 Torr), and applied MW power (1.5 kW). The same spec-

tral features are evident in both spectra, but their relative intensities show significant

variations. The displayed wavenumber range includes four strong absorption lines

of theν4 band of CH4 and two strong lines of theν4 + ν5 combination band of C2H2.

Several other absorption lines attributable to vibrationally excited C2H2 molecules
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Figure 6.2: Line-of-sight absorption spectra of MW activated 4.4 % C2H2

7% Ar / H2 (upper panel) and 8.8% CH4 / 7% Ar / H2 (lower panel) gas
mixtures.The carbon fraction, the total flow rate (565 sccm), total pressure
(150 Torr), and applied MW power (1.5 kW) are the same in both cases.
C2H2 and CH4 absorptions are present in both spectra, with different rela-
tive intensities. Features due to C2H2 and to CH4 are indicated in the upper
and lower panels respectively. Details of these assignments are given in
Tables6.1& 6.2.

with ν4 = 1 or ν5 = 1 are also evident. The vibrational origins of these two lev-

els lie respectively 614.0 and 731.5 cm−1 above the vibrational ground state [12].

Absolute wavenumbers for the C2H2 transitions were determined by fitting against

literature values for the four CH4 transitions [11]. This served to validate the CH4

and C2H2 line assignments indicated in Figure6.2(on the upper and lower spectra,

respectively) and detailed in Tables6.1& 6.2respectively.

No absorptions associated with vibrationally excited CH4 molecules have been

identified under the prevailing conditions, though CH4 hot-band absorptions have

been observed in this wavenumber region in long path length absorption measure-

ments of other environments [13].
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obsd wave- lit. value/ vibrational rotational

number / cm−1 cm−1 [12] transition transitiona

1276.7807 1276.79005 410 5 2
1 (Πg − Πu) P (18,e)

1276.3284 1276.33656 421 5 1
0 (Πu − Πg) P (23,f)

1275.9443 1275.95852 410 5 2
1 (Πg − Πu) P (19,f)

1275.5006 1275.51215 410 5 1
0 (Σ +

u − Σ +
g ) P (23)

1275.3725 1275.37459 421 5 1
0 (Πu − Πg) P (23,e)

1274.4764 1274.47943 410 5 2
1 (Πg − Πu) P (19,e)

1274.1521 1274.15632 421 5 1
0 (Πu − Πg) P (24,f)

1273.8193 1273.81965 410 5 2
1 (Πg − Πu) P (20,f)

1273.2646 1273.26188 410 5 1
0 (Σ +

u − Σ +
g ) P (24)

1273.1024 1273.10380 421 5 1
0 (Πu − Πg) P (24,e)

a e andf indicate theΠ-type doubling components of the vi-
brational states

Table 6.2: Assignments of observed C2H2 absorption lines.

The rest of this chapter illustrates some of the opportunities afforded by this new,

sensitive, non-intrusive, optical diagnostic method. The rapid sweep facility enables

essentially simultaneous monitoring of the dominant hydrocarbons (CH4 and C2H2)

in these activated gas mixtures as a function of process conditions (source gas, gas

mixing ratios, chamber pressure, applied MW power, etc.) and can provide insight

into the time-dependence of interconversion between CH4 and C2H2.

However, the line-of-sight nature of the experiment returns absorbances of the

various target species in the particular quantum states probed. Inverting such mea-

surements into (non-quantum state resolved) column densities of a chosen target

molecule, or position dependent species number densities, requires detailed knowl-

edge of the gas composition and the temperature distribution along the viewing

column. Without detailed modelling of the local gas-phase chemistry, (the flow

fields, stagnation volumes, etc.) within the present reactor, the very evident differ-

ences between the spectra recorded with the same input carbon mole fraction but
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different hydrocarbon process gases (Figure6.2) do not necessarily contradict the

view that the gas phase composition immediately adjacent to the growing diamond

surface (and the details of ensuing microcrystalline diamond film growth) depends

only on the local C:H ratios, and not the specific chemical identities of the feedstock

gases.

More detailed studies were performed using the smaller wavenumber region

between 1276.2 and 1274.6 cm−1. Figures6.3(a)& 6.3(b)show absorption spectra

measured over this range for three different CH4 / Ar / H2 and C2H2 / Ar / H2

gas mixtures, chosen so as to allow comparison between samples containing input

carbon fractions of 1%, 4.4%, and 8.8%. Ar constituted 7% of the total gas flow

in each case, with H2 making up the balance. The plasma composition was left to

equilibrate for at least 5 min after each change in gas mixing ratio prior to recording

the various spectra .

The following discussion focuses attention on the relative behaviours of the

three spectral lines with wavenumbers of (literature values) 1275.9585 cm−1 (due

to vibrationally excited C2H2(ν5 = 1) molecules (C2H2
‡)), 1275.5122 cm−1 (asso-

ciated with ground (ν = 0) state C2H2 molecules), and 1275.0417 cm−1 (due to

ground-state CH4 molecules). The fourth line within the spectral window, centred

at ∼ 1275.38 cm−1, consists of contributions from overlapping CH4 (ν = 0) and

C2H2 (ν4 = 1) absorptions.

Figures6.3(c) & 6.3(d) show how the measured absorbances of the selected

lines vary as a function of percent C in the input gas mixture, for both CH4 and C2H2

source gases. At low (1%) input carbon fractions, the dominant absorption feature

is attributable to CH4, irrespective of the identity of the input hydrocarbon. The ab-

sorbance associated with C2H2
‡ molecules under these conditions is actually greater

than that due to ground-state C2H2 and is insensitive to the choice of hydrocarbon

source gas. As percent C increases, however, differences between CH4 and C2H2
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Figure 6.3: Absorption spectra measured over the range 1276.2 – 1274.6
cm−1 for (a) CH4 / Ar / H2 and (b) C2H2 / Ar / H2 gas mixtures contain-
ing, respectively, C input fractions of 1%, 4.4%, and 8.8%. The respective
spectra have been offset vertically, by 0.1 absorbance unit, for clarity.
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Figure 6.3: continued, Plots c and d show how the absorbances of the

1275.9585 cm−1 (due to C2H2
‡ 1), 1275.5122 (C2H26), and 1275.0417

cm−1 (CH4 5) lines vary with percent C in the input gas mixture when
using, respectively, CH4 / Ar / H2 and C2H2 / Ar / H2 input gas mixtures.
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input gas mixtures become apparent. Absorption due to C2H2
‡ increases steadily

with percent C in both cases, but much less steeply than does the absorption due to

ground-state C2H2 molecules. The trend in CH4 absorption with increasing percent

C provides the clearest distinction between the two input gases. With CH4 as the

source gas, the CH4 absorption rises steadily with increasing percent C (though less

steeply than the C2H2 absorption), whereas with C2H2 as the hydrocarbon source,

the CH4 absorbance maximises at∼ 2% input C, and gently declines as percent C

is increased further. Conversion of these measured integrated absorbances, A, into

column densities of CH4 and C2H2 is far from straightforward, as the viewing col-

umn in the present experiment spans very inhomogeneous distributions of species

number densities and gas temperatures.

Chapter5 has shown from cavity ring down spectroscopy measurements of

C2(a) radicals that the temperature of the plasma ball is∼ 3500 K, but such mea-

surements are heavily biased toward the centre of the plasma ball where the temper-

ature and the radical concentrations are highest. In contrast, the highest densities of

stable molecules such as CH4 and C2H2 will be in the coolest regions of the reac-

tor. The HITRAN database [11] lists temperature-dependent line intensities,S (T)

(in units of cm−1 / (molecule cm−2)), for individual rovibrational transitions within

both the 41
0 band of CH4 and the 41

0 5 1
0 combination band of C2H2. Sprovides a

measure of the absorption intensity per molecule of the target species; its T depen-

dence arises via the Boltzmann factor and the vibrational and rotational partition

functions. Given a sample in thermal equilibrium at temperature, T, the column

density of the species of interest can be obtained simply by dividing the measured

absorbance by the appropriateS(T) value. Unfortunately, when the plasma is run-

ning, the probed column spans inhomogeneous distributions of species number den-

sities and local gas temperatures and, as Figure6.4 shows, theS values for the P

(23) line of the C2H2 4 1
0 5 1

0 band at 1275.5122 cm−1 and for the 4F2-5F1, 2 transi-
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tion of the CH4 4 1
0 band at 1275.0417 cm−1 monitored in this study show markedly

different temperature dependences.
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Figure 6.4: Semilogarithmic plot showing the temperature dependence of
S, the intensity per molecule in units of cm−1 / (molecule cm−2) when
probing C2H2 (&) via the P (23) line of the 410 5 1

0 band at 1275.5122 cm−1

and CH4 (5) by the 4F2-5F1,2 transition of the 410 band at 1275.0417 cm−1

(left-hand axis). Also shown is the ratio of the respective S (T) values (∗),
plotted on a linear scale (right-hand axis).

S(CH4) is ∼ 1.7× larger thanS(C2H2) at room temperature, but is some 5×

smaller thanS(C2H2) at the highest gas temperatures relevant to the present reactor.

Quantitative conversion of measured absorbances into column densities is thus not

possible, and detailed concentration profiling must await comparison with detailed

reactor modelling calculations. Figure6.3(d)shows that C2H2 is the dominant ab-

sorbing species in the probed column within the activated 4.4% C2H2 / 7% Ar / H2

gas mixture. Neglecting non-C2H2 contributions to the total carbon balance, mass

dependent thermal diffusion effects, etc., the measured integrated absorbance (A

∼ 0.031) can be reproduced assuming ideal gas behaviour and a (not implausible)

“effective” gas temperature of∼ 700 K. TheS(CH4) / S(C2H2) ratio at this temper-
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ature is∼ 0.57. Assuming that the spatial distributions for CH4 and C2H2 along the

viewing column are broadly similar, the relative column densities of CH4 and C2H2

can be roughly assessed by doubling the vertical scale for the CH4 data in Figure

6.3(c)& 6.3(d). Hence, the CH4 column density exceeds that of C2H2 not just for

all CH4 / Ar / H2 input gas mixtures investigated here, but also for all C2H2 / Ar /

H2 gas mixtures containing less than∼ 6% C (i.e. < 3% C2H2). At low percent

C, the absorbance of the C2H2
‡ hot band feature at 1275.9585 cm−1 is consistently

larger than that of the C2H2 (ν =0) feature at 1275.5122 cm−1. These transitions

both involve excitation of theν4 + ν5 combination, and differ only in the identity

of the starting level. The respective transition dipole moments are expected to be

very similar. The former originates from a slightly lower rotational state (J = 19),

so its Ḧonl-London line strength factor will be∼0.83× that of the 1275.5122 cm−1

feature. This is a small difference compared with the difference in the displayed

absorbance at low percent C. The most likely location of the vibrationally excited

C2H2 molecules is in the hotter regions of the probed column, but the weakness of

the C2H2 (ν =0) absorption when using 1% C input gas mixtures (see Figure6.3)

can only be accommodated by assuming an inverted (i.e. nonthermal) population

distribution over the C2H2 vibrational states.

Figure6.5 illustrates the sensitivity of this same spectral region to the total gas

pressure, p. The three spectra displayed in each of panels of Figure6.5(a)& 6.5(b)

were measured using, respectively, equilibrated CH4 / Ar / H2 and C2H2 / Ar / H2

gas mixtures that both contained 4.4% input fraction C, 7% Ar with the balance H2,

and P = 50, 100, and 150 Torr.

The absorption features are described well by Lorentzian line shapes and Figure

6.6(a)shows an example fit to experimental data. The suitability of the Lorentzian

fitting is understandable given the relative magnitudes of the instrumental, Doppler,

and pressure broadening contributions to the total line shape under the prevailing
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Figure 6.5: Absorption spectra measured over the range 1276.2-1274.6
cm−1 for (a) CH4 / Ar / H2 and (b) C2H2 / Ar / H2 gas mixtures containing
4.4% C input fractions at total gas pressures of 50, 100, and 150 Torr (as
indicated at the right-hand end of each spectrum). The respective spectra
have each been offset vertically by 0.1 absorbance unit for ease of display.

209



experimental conditions. The intrinsic bandwidth of the QC laser is of the order

of 100 kHz, but the instrumental resolution is limited by the rate of change of the

device temperature (and thus output frequency), ranging from∼0.008 to∼0.004

cm−1 (fwhm) during the 2µs current pulse. Estimating the Doppler broadening

contribution requires an “effective” value for the gas temperature, Tgas, which is the

assumed Tgas= 700 K.

Doppler broadening should thus give a (Gaussian) contribution to the width of a

CH4 line at∼1275 cm−1 of ∼0.006 cm−1 (fwhm). The corresponding contribution

to a C2H2 line would be∼ 0.005 cm−1 (fwhm). Doppler and instrumental contribu-

tions are thus both small compared with the measured line widths of the CH4 and

C2H2 transitions, all of which increase with p as shown in Figure6.6(b). Pressure

broadening coefficients,γ, derived from such data are of limited value given the

(p dependent) variation in species (and total) number densities, and temperature,

along the viewing column, but the gradient of the line width versus pplot for the

CH4 line, for example, equates toγ ∼ 3.9 MHz / Torr. The collision frequencies

at the pressures used in the present experiments are sufficiently high to obviate line

shape complications due to effects of rapid adiabatic passage, such as have been

observed when using a frequency chirped QC laser to probe much lower pressure

gas samples [7].

Figures6.7(a)& 6.7(b) show the pressure dependent absorbances due to the

C2H2
‡, C2H2, and CH4 features of interest. The total carbon content in these gas

mixtures increases 3-fold as p is raised from 50 and 150 Torr. This increase is

roughly mirrored by the CH4 and C2H2
‡ absorbances measured when using CH4

as the input hydrocarbon, but the absorption associated with ground-state C2H2

molecules increases less steeply. Different behaviour is observed with C2H2 as the

source hydrocarbon. In this scenario, the C2H2 and C2H2
‡ absorbances increase

with p, while the CH4 absorption appears to plateau at p∼ 100 Torr. The detailed
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Figure 6.6: (a) Example spectra demonstrating the quality of the
Lorentzian fits to the 1275.0417 cm−1 (CH4) line shapes measured using
the 2.2% C2H2 / Ar / H2 gas mixture at p = 100 and 150 Torr. (b) The pres-
sure dependence of the full width half-maximum (fwhm) values obtained
by fitting the 1275.9585 (C2H2

‡1), 1275.5122 (C2H2&), and 1275.0417
cm−1 (CH45) line shapes in spectra obtained using the same mixing ratio
as in Figure6.6(a).

211



50 100 150
Pressure / Torr

0

0.005

0.01

0.015

0.02

0.025

0.03

A
bs

or
ba

nc
e

C2H2
==

C2H2

CH4

(a)

50 100 150
Pressure / Torr

0

0.005

0.01

0.015

0.02

0.025

0.03

A
bs

or
ba

nc
e

C2H2

C2H2
==

CH4

(b)

Figure 6.7: Plots showing the p dependence of the respective C2H2
‡, C2H2,

and CH4absorbances when using (a) 4.4% CH4 / Ar / H2 and (b) 2.2% C2H2

/ Ar / H2 input gas mixtures.
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discussion of these observations, and their conversion to column densities, must

await more detailed modelling of the temperature and species number density dis-

tributions within this reactor.

The rapid spectral acquisition rate achievable with a frequency chirped QC laser

has also allowed investigation of the way the column density approaches equilib-

rium after introduction (or cessation) of the hydrocarbon flow into a pre-established

7% Ar in H2 plasma. Illustrative data following introduction of 4.4% C2H2 (upper

traces) and 8.8% CH4 (lower traces) are given in each of the three panels displayed

in Figure6.8. The number appearing at the right-hand end of each trace indicates

the time, t (in seconds), at which the spectrum was recorded following introduction

of the hydrocarbon flow into the premixing manifold (at t = 0). Detailed interpre-

tation of these observations will also require more thorough modelling and under-

standing of the reactor flow fields and the distributions of species population and

temperature along the probed column than is currently available but a number of

striking and hitherto unreported trends are immediately apparent.

No CH4 or C2H2 signals are observed at t< 0, even when the substrate is cov-

ered by a pre-grown CVD diamond film, implying that etching processes make

negligible contribution to the present absorption measurements and that these are

sensitive solely to gas-phase chemistry. Even at the earliest time after opening the

hydrocarbon MFC (t< 0.5 s), carbon has reached the probed column but the dom-

inant absorptions are those of CH4, even when C2H2 is used as the source gas.

Additionally, the absorption due to C2H2
‡ is greater than that from ground-state

C2H2. These trends are very reminiscent of those observed under equilibrium con-

ditions, when using dilute (e.g. 1% C content) gas mixtures, Figure6.3. With C2H2

as source gas, the absorption due to ground-state C2H2 molecules has overtaken that

due to C2H2
‡ by t = 1.5 s; when using CH4, ∼3.5 s are required to achieve a C2H2

absorption greater than that from C2H2
‡.
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Figure 6.8: Absorption spectra measured over the range 1276.2-1274.6
cm−1, as a function of time (in s, indicated at the right-hand end of each
trace) following addition of 4.4% C2H2 (upper traces in each panel) and
8.8% CH4 (lower traces) to a pre-established Ar / H2 plasma. Spectra
shown in panels a, b, and c (on the following page) were recorded at pro-
gressively later times after the instant of hydrocarbon addition to the mixing
manifold, and the spectra displayed in any one panel have been coloured
and offset vertically for display purposes.
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Thereafter, in both cases, the CH4 and C2H2
‡ absorptions both reach their steady-

state values faster than does the C2H2 absorption. When CH4 is used as the source

gas, the CH4 absorption barely increases after t = 5 s. In both cases, the various

line intensities in the spectra recorded at t = 41.5 s are in quantitative accord with

those shown in Figure6.3. This validates the earlier assumption that equilibrium

conditions are reached well within 5 minutes of any change in gas mixing ratio.

These trends are summarised in Figure6.9, which shows the measured t depen-

dent rise in CH4, C2H2, and C2H2
‡ absorbances when 8.8% CH4 is introduced to a

pre-established 7% Ar in H2 plasma, and the subsequent fall in these signals from

their equilibrium values when the hydrocarbon feed is cut (at t = 70 s). The CH4

and C2H2
‡ absorptions are seen to exhibit a qualitatively different time response to

the change in hydrocarbon feed than does the C2H2 signal.

6.4 Discussion

This study provides the first illustration of the use of pulsed QC lasers for in situ

probing of the gas-phase chemistry prevailing in a 2 kW MW plasma enhanced

reactor during diamond CVD. Specifically, both CH4 and C2H2 molecules, and

their interconversion, have been monitored as a function of process conditions (e.g.,

choice of input hydrocarbon (CH4 or C2H2), hydrocarbon mole fraction, total gas

pressure, and applied MW power). The measured quantities are line-of-sight ab-

sorbances and, as pointed out previously, the conversion of such measurements

into absolute column densities is hampered by the inhomogeneous species number

density and temperature distributions along the viewing column. The absolute sen-

sitivity achieved in these preliminary investigations could be much improved, by

multipassing the probe beam and by more careful design and mounting of the win-

dows (so as to obviate etaloning effects). Vertical profiling of the plasma ball will
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Figure 6.8: continued
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Figure 6.9: Plot showing variation of CH4(5), C2H2(6), and C2H2
‡(1)

absorbances with time after the introduction (at t = 0 s) of 8.8% CH4 to a
pre-established 7% Ar in H2 plasma and, below, the subsequent fall in these
signals from their equilibrium values when the hydrocarbon feed is cut (at
t = 70 s).
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be trivial to implement.

Key new findings from these preliminary studies are the very obvious preference

for C to be present as CH4 in the more dilute hydrocarbon gas mixtures, irrespec-

tive of the hydrocarbon source gas, the inverted C2H2 vibrational state population

distribution when using low C fractions, and the progressive switch toward C2H2 as

the input C fraction increases.

These trends are all understandable, qualitatively, within the framework of ex-

isting models of the gas-phase chemistry prevailing in activated hydrocarbon / H2

mixtures under conditions appropriate for diamond CVD. As shown previously, in-

terconversion between CH4 and C2H2 involves a multistep reaction sequence, the

overall rate (and even the sign) of which is sensitively dependent upon the local hy-

drocarbon and H atom number densities, and the local gas temperature all of which

are reactor and process specific. Of particular relevance to the present observations

was the finding that C2H2 −→ CH4 conversion can be driven by a sequence of (third

body stabilised) H atom addition reactions at low (< 1000 K) gas temperatures [1],

[2]. High H atom concentrations, and such comparatively low gas temperatures,

are precisely the conditions that will be encountered at the top of the reactor when

C2H2 is first introduced into a pre-existing Ar / H2 plasma (Figure6.5(a)). Similar

trends were observed under steady-state conditions when using low input flow rates

of C2H2 (Figure6.3(b)). This can be understood also by recognising that similar

C2H2 −→ CH4 conversions will occur in regions distant from the plasma ball (e.g.

at both ends of the viewing column) where, because the gas is cooler, most of the

total number density will be concentrated.

Increasing the hydrocarbon input will increase the rates of reactions (6.1) and

(6.2), and thus lead to a reduction in the H atom concentrations throughout the reac-

tor. This, and the associated increase in CHy radical concentrations, will both serve

to shift the equilibrium back in favour of C2H2, as observed. The dominant show-
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ing of the respective source gases in spectra recorded at high (8.8%) C input ratios

(Figure6.3(c)) is most readily understandable by assuming that, in these cases, the

hydrocarbon / H atom ratios are becoming large enough that a significant fraction

of the input hydrocarbon flow escapes processing on route to the viewing column.

The observed trends in C2H2
‡ can be ascribed to the CH4 −→ C2Hx intercon-

version which occurs via the H-shifting reactions (6.1) and (6.2). C2H2 (x = 2) is

the more stable species at high T, so this interconversion will occur preferentially

in the hottest regions of the reactor. However, the C2H2
‡ and C2H2 (ν =0) ab-

sorbances should be fairly reliable indicators of their respective column densities as

shown. The C2H2
‡ column density actually exceeds that of C2H2 (ν =0) in dilute

hydrocarbon / H2 mixtures.

There are plenty of possible reasons for this deduced population inversion. The

last step in the kinetic scheme driving CH4 −→ C2H2 in hot regions of the reac-

tor involves the conversion C2H3 + H −−⇀↽−− C2H2 + H2. This reaction is fast and

exothermic by∼290 kJ mol−1 [14]. The present measurements suggest that at

least some of this reaction exoergicity is channelled into vibrational excitation of

the nascent C2H2 products and probably into many excited vibrational levels ad-

ditional to theν5=1 level probed in this work. That being so, diagnostic methods

that sample just C2H2 (ν =0) molecules may yield serious underestimates of the

total C2H2 column (or number) density in situations where the rate of C2H2 produc-

tion via reaction (6.2) significantly exceeds the vibrational relaxation (and thermal

equilibration) rates of the resulting C2H2
‡ species.

Quantitative analysis of these measurements is beyond the scope of this thesis

but it is intended that analysis of this and related future datasets will proceed in

tandem with detailed modelling of the plasma chemical transformations and heat

and mass transfer processes within these MW activated gas mixtures as in our recent

combined experimental and modelling studies of a diamond depositing DC arc jet
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reactor operating with CH4 / Ar / H2 gas mixtures [15], [16].

6.5 Conclusions

The use of a quantum cascade laser has offered a unique spectral window through

which the chemistry of the interconversion between C2H2 and CH4 species within

a CVD diamond growing reactor can be observed as a function of process condi-

tions. Column densities of vibrationally excited C2H2 (ν5 =1) molecules at low

input carbon fractions are shown to be far higher than expected on the basis of local

thermodynamic equilibrium. The observed trends can be rationalised, qualitatively,

within the framework of the previously reported modelling of the gas-phase chem-

istry prevailing in hot filament activated hydrocarbon/H2 gas mixtures [1]. The

presence of vibrationally excited C2H2 molecules (C2H2
‡) can be attributed to the

exothermicity of the C2H3+H −−⇀↽−− C2H2+H2 elementary reaction within the over-

all multistep CH4 −→ C2H2 conversion. Diagnostic methods that sample just C2H2

(ν =0) molecules thus run the risk of underestimating total C2H2 column densities

in hydrocarbon / H2 mixtures operated under conditions where the production rate

of C2H2
‡ molecules exceeds their vibrational relaxation (and thermal equilibration)

rates.
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Appendix A

Coupled cluster calculation of

boron-carbon bond fission reaction

Chapter3 has shown that a possible pathway for the loss of BH3 from the diamond

surface involves boron-carbon bond fission reactions. To ensure that the DFT level

of theory chosen can adequately describe the energetics of this process, a small

system has been studied using coupled cluster theory. These investigations into

the nature of the boron-carbon bond fission were required as there were no suit-

able experimental or theoretical studies for comparison at the time of writing. The

boron-carbon bond fission reactions occurring upon a diamond surface can be mod-

elled by the decomposition of the BH2CH3 molecule mediated by the addition of

atomic hydrogen (A.1) (A.2).

BH2CH3 + H −→ BH3CH3 (A.1)

BH3CH3 −→ BH3 + CH3 (A.2)

The decomposition of BH3CH3 by elimination of molecular hydrogen dissociation

(akin to reactions (2.5)) has also been modelled (A.3).

BH3CH3 −→ BHCH3 + H2 (A.3)

The potential energy surface minima were calculated using the standard B3LYP

functional with the 6-31G* basis set. Single point calculations using DFT and the

coupled cluster theory were calculated using the 6-31G* geometries and performed
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using the GAUSSIAN 03 program package[1] and MOLPRO program package [2]

respectively.

B3LYP CCSD(T)

Reaction 6-31G* 6-311+G(2df,p) cc-PVDZ cc-PVTZ cc-pVQZ

A.1 -43.35 -40.27 -40.67 -43.94 -43.36

A.2 31.95 24.36 48.32 58.38 59.5

A.3 106.76 92.53 161.37 144.56 142.28

Table A.1: Summary of the coupled cluster energetics calculations, in kJ
mol−1

The results in TableA.1 show that the DFT level of theory overpredicts the

strength of the boron-carbon bond whilst underestimating the energetics of the

boron-hydrogen bonds. However, the maximum discrepancy is less than 50 kJ

mol−1 and acceptable.
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Appendix B

Optimised structures for DFT cluster

models for the incorporation of CH3
and BHx into a diamond surface

Chapter3 discusses the mechanisms by which gaseous CH3 and BHx can be incor-

porated into the diamond surface. This chapter records the optimised geometries

for the key structures involved in these processes as bond lengths and bond angles

within each cluster. FiguresB.1 – B.2 and corresponding tables show the geome-

tries of the cluster model for the surface hydrogen abstraction reaction; FiguresB.3

– B.7 are the related structures for the mechanism for incorporating CH3 into the

{100} diamond surface; FiguresB.8 – B.11 are the structures for surface bound

BHx species and FiguresB.12 – B.15 show the structures for incorporated BHx

species.

Figure B.1: The optimised geometry for structure A in Figure3.2
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.540 A(2,1,6) 109.782 A(6,5,13) 110.419

R(1,6) 1.554 A(2,1,7) 113.486 A(6,5,19) 109.782

R(1,7) 1.097 A(2,1,16) 99.392 A(13,5,19) 113.486

R(1,16) 1.540 A(6,1,7) 110.419 A(1,6,5) 112.005

R(2,3) 1.549 A(6,1,16) 109.782 A(1,6,14) 109.510

R(2,8) 1.096 A(7,1,16) 113.486 A(1,6,15) 109.510

R(2,9) 1.098 A(1,2,3) 100.755 A(5,6,14) 109.510

R(3,4) 1.549 A(1,2,8) 113.968 A(5,6,15) 109.510

R(3,10) 1.094 A(1,2,9) 110.226 A(14,6,15) 106.648

R(3,22) 1.594 A(3,2,8) 112.301 A(1,16,17) 113.968

R(4,5) 1.540 A(3,2,9) 112.008 A(1,16,18) 110.226

R(4,11) 1.098 A(8,2,9) 107.581 A(1,16,22) 100.755

R(4,12) 1.096 A(2,3,4) 107.074 A(17,16,18) 107.581

R(5,6) 1.554 A(2,3,10) 113.446 A(17,16,22) 112.301

R(5,13) 1.097 A(2,3,22) 104.109 A(18,16,22) 112.008

R(5,19) 1.540 A(4,3,10) 113.446 A(5,19,20) 113.968

R(6,14) 1.099 A(4,3,22) 104.109 A(5,19,21) 110.226

R(6,15) 1.099 A(10,3,22) 113.756 A(5,19,22) 100.755

R(16,17) 1.096 A(3,4,5) 100.755 A(20,19,21) 107.581

R(16,18) 1.098 A(3,4,11) 112.008 A(20,19,22) 112.301

R(16,22) 1.549 A(3,4,12) 112.301 A(21,19,22) 112.008

R(19,20) 1.096 A(5,4,11) 110.226 A(3,22,16) 104.109

R(19,21) 1.098 A(5,4,12) 113.968 A(3,22,19) 104.109

R(19,22) 1.549 A(11,4,12) 107.581 A(3,22,23) 113.756

R(22,23) 1.094 A(4,5,6) 109.782 A(16,22,19) 107.074

A(4,5,13) 113.486 A(16,22,23) 113.446

A(4,5,19) 99.392 A(19,22,23) 113.446

Table B.1: Bond lengths and angles for FigureB.1
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Figure B.2: The optimised geometry for structure B in Figure3.2

Figure B.3: The optimised geometry for structure C in Figure3.2

Figure B.4: The optimised geometry for structure D in Figure3.2
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.557 A(2,1,6) 109.384 A(6,5,12) 110.659

R(1,6) 1.558 A(2,1,7) 113.452 A(6,5,18) 109.775

R(1,7) 1.097 A(2,1,15) 99.290 A(12,5,18) 113.728

R(1,15) 1.543 A(6,1,7) 110.659 A(1,6,5) 112.415

R(2,3) 1.515 A(6,1,15) 109.775 A(1,6,13) 109.507

R(2,8) 1.095 A(7,1,15) 113.728 A(1,6,14) 109.316

R(2,9) 1.099 A(1,2,3) 97.893 A(5,6,13) 109.507

R(3,4) 1.515 A(1,2,8) 114.041 A(5,6,14) 109.316

R(3,21) 1.562 A(1,2,9) 109.753 A(13,6,14) 106.611

R(4,5) 1.557 A(3,2,8) 113.055 A(1,15,16) 113.945

R(4,10) 1.099 A(3,2,9) 113.839 A(1,15,17) 110.274

R(4,11) 1.095 A(8,2,9) 108.102 A(1,15,21) 100.450

R(5,6) 1.558 A(2,3,4) 110.956 A(16,15,17) 107.663

R(5,12) 1.097 A(2,3,21) 107.263 A(16,15,21) 112.445

R(5,18) 1.543 A(4,3,21) 107.263 A(17,15,21) 112.046

R(6,13) 1.099 A(3,4,5) 97.893 A(5,18,19) 113.945

R(6,14) 1.099 A(3,4,10) 113.839 A(5,18,20) 110.274

R(15,16) 1.096 A(3,4,11) 113.055 A(5,18,21) 100.450

R(15,17) 1.097 A(5,4,10) 109.753 A(19,18,20) 107.663

R(15,21) 1.552 A(5,4,11) 114.041 A(19,18,21) 112.445

R(18,19) 1.096 A(10,4,11) 108.102 A(20,18,21) 112.046

R(18,20) 1.097 A(4,5,6) 109.384 A(3,21,15) 102.932

R(18,21) 1.552 A(4,5,12) 113.452 A(3,21,18) 102.932

R(21,22) 1.095 A(4,5,18) 99.290 A(3,21,22) 115.268

A(15,21,18) 107.258

A(15,21,22) 113.647

A(18,21,22) 113.647

Table B.2: Bond lengths and angles for FigureB.2
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.539 A(2,1,6) 109.840 A(6,5,19) 109.840

R(1,6) 1.554 A(2,1,7) 113.421 A(13,5,19) 113.472

R(1,7) 1.097 A(2,1,16) 99.299 A(1,6,5) 111.748

R(1,16) 1.541 A(6,1,7) 110.468 A(1,6,14) 109.557

R(2,3) 1.553 A(6,1,16) 109.842 A(1,6,15) 109.584

R(2,8) 1.097 A(7,1,16) 113.471 A(5,6,14) 109.558

R(2,9) 1.099 A(1,2,3) 101.596 A(5,6,15) 109.583

R(3,4) 1.553 A(1,2,8) 114.067 A(14,6,15) 106.679

R(3,10) 1.525 A(1,2,9) 110.121 A(3,10,24) 111.362

R(3,22) 1.602 A(3,2,8) 112.169 A(3,10,25) 111.357

R(4,5) 1.539 A(3,2,9) 111.443 A(3,10,26) 111.134

R(4,11) 1.099 A(8,2,9) 107.454 A(24,10,25) 107.785

R(4,12) 1.097 A(2,3,4) 105.969 A(24,10,26) 107.505

R(5,6) 1.554 A(2,3,10) 114.015 A(25,10,26) 107.505

R(5,13) 1.097 A(2,3,22) 103.312 A(1,16,17) 114.005

R(5,19) 1.541 A(4,3,10) 114.027 A(1,16,18) 110.174

R(6,14) 1.099 A(4,3,22) 103.312 A(1,16,22) 100.740

R(6,15) 1.099 A(10,3,22) 114.971 A(17,16,18) 107.534

R(10,24) 1.097 A(3,4,5) 101.596 A(17,16,22) 112.372

R(10,25) 1.097 A(3,4,11) 111.443 A(18,16,22) 112.017

R(10,26) 1.098 A(3,4,12) 112.174 A(5,19,20) 114.004

R(16,17) 1.097 A(5,4,11) 110.119 A(5,19,21) 110.175

R(16,18) 1.098 A(5,4,12) 114.065 A(5,19,22) 100.740

R(16,22) 1.547 A(11,4,12) 107.454 A(20,19,21) 107.534

R(19,20) 1.097 A(4,5,6) 109.842 A(20,19,22) 112.372

R(19,21) 1.098 A(4,5,13) 113.419 A(21,19,22) 112.017

R(19,22) 1.547 A(4,5,19) 99.299 A(3,22,16) 104.493

R(22,23) 1.095 A(6,5,13) 110.467 A(3,22,19) 104.494

A(3,22,23) 113.076

A(16,22,19) 107.140

A(16,22,23) 113.412

A(19,22,23) 113.411

Table B.3: Bond lengths and angles for FigureB.3
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.538 A(2,1,6) 109.9 A(6,5,13) 110.46

R(1,6) 1.553 A(2,1,7) 113.25 A(6,5,19) 109.88

R(1,7) 1.097 A(2,1,16) 99.44 A(13,5,19) 113.42

R(1,16) 1.540 A(6,1,7) 110.46 A(1,6,5) 111.77

R(2,3) 1.555 A(6,1,16) 109.88 A(1,6,14) 109.55

R(2,8) 1.096 A(7,1,16) 113.42 A(1,6,15) 109.58

R(2,9) 1.098 A(1,2,3) 102 A(5,6,14) 109.55

R(3,4) 1.555 A(1,2,8) 114.12 A(5,6,15) 109.58

R(3,10) 1.480 A(1,2,9) 110.25 A(14,6,15) 106.68

R(3,22) 1.633 A(3,2,8) 111.7 A(3,10,24) 120.96

R(4,5) 1.538 A(3,2,9) 111.28 A(3,10,25) 120.99

R(4,11) 1.098 A(8,2,9) 107.51 A(24,10,25) 117.43

R(4,12) 1.096 A(2,3,4) 106.24 A(1,16,17) 113.91

R(5,6) 1.553 A(2,3,10) 114.42 A(1,16,18) 110.24

R(5,13) 1.097 A(2,3,22) 102.57 A(1,16,22) 101.04

R(5,19) 1.540 A(4,3,10) 114.41 A(17,16,18) 107.56

R(6,14) 1.099 A(4,3,22) 102.57 A(17,16,22) 112.12

R(6,15) 1.099 A(10,3,22) 115.21 A(18,16,22) 111.97

R(10,24) 1.087 A(3,4,5) 102 A(5,19,20) 113.91

R(10,25) 1.087 A(3,4,11) 111.27 A(5,19,21) 110.24

R(16,17) 1.097 A(3,4,12) 111.7 A(5,19,22) 101.04

R(16,18) 1.097 A(5,4,11) 110.25 A(20,19,21) 107.56

R(16,22) 1.544 A(5,4,12) 114.13 A(20,19,22) 112.12

R(19,20) 1.097 A(11,4,12) 107.51 A(21,19,22) 111.98

R(19,21) 1.097 A(4,5,6) 109.9 A(3,22,16) 104.11

R(19,22) 1.544 A(4,5,13) 113.25 A(3,22,19) 104.11

R(22,23) 1.093 A(4,5,19) 99.44 A(3,22,23) 112.65

A(16,22,19) 107.6

A(16,22,23) 113.73

A(19,22,23) 113.74

Table B.4: Bond lengths and angles for FigureB.4
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Figure B.5: The optimised geometry for structure E in Figure3.2

Figure B.6: The optimised geometry for structure F in Figure3.2

Figure B.7: The optimised geometry for structure G in Figure3.2
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.548 A(2,1,6) 109.478 A(13,5,19) 108.368

R(1,6) 1.541 A(2,1,7) 107.952 A(1,6,5) 109.791

R(1,7) 1.098 A(2,1,16) 112.155 A(1,6,14) 110.043

R(1,16) 1.548 A(6,1,7) 109.345 A(1,6,15) 110.072

R(2,3) 1.514 A(6,1,16) 109.490 A(5,6,14) 110.043

R(2,8) 1.102 A(7,1,16) 108.368 A(5,6,15) 110.072

R(2,9) 1.097 A(1,2,3) 112.606 A(14,6,15) 106.778

R(3,4) 1.514 A(1,2,8) 107.576 A(3,10,24) 121.724

R(3,10) 1.337 A(1,2,9) 110.508 A(3,10,25) 121.724

R(4,5) 1.548 A(3,2,8) 108.795 A(24,10,25) 116.553

R(4,11) 1.097 A(3,2,9) 110.426 A(1,16,17) 107.427

R(4,12) 1.102 A(8,2,9) 106.699 A(1,16,18) 110.198

R(5,6) 1.541 A(2,3,4) 114.501 A(1,16,22) 112.535

R(5,13) 1.098 A(2,3,10) 122.743 A(17,16,18) 105.545

R(5,19) 1.548 A(4,3,10) 122.743 A(17,16,22) 110.319

R(6,14) 1.099 A(3,4,5) 112.606 A(18,16,22) 110.539

R(6,15) 1.099 A(3,4,11) 110.426 A(5,19,20) 107.427

R(10,24) 1.088 A(3,4,12) 108.795 A(5,19,21) 110.198

R(10,25) 1.088 A(5,4,11) 110.508 A(5,19,22) 112.535

R(16,17) 1.109 A(5,4,12) 107.576 A(20,19,21) 105.545

R(16,18) 1.099 A(11,4,12) 106.699 A(20,19,22) 110.319

R(16,22) 1.496 A(4,5,6) 109.478 A(21,19,22) 110.539

R(19,20) 1.109 A(4,5,13) 107.952 A(16,22,19) 120.126

R(19,21) 1.099 A(4,5,19) 112.155 A(16,22,23) 119.438

R(19,22) 1.496 A(6,5,13) 109.345 A(19,22,23) 119.438

R(22,23) 1.087 A(6,5,19) 109.490

Table B.5: Bond lengths and angles for FigureB.5
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.563 A(2,1,6) 108.866 A(1,6,5) 110.171

R(1,6) 1.544 A(2,1,7) 109.815 A(1,6,14) 110.089

R(1,7) 1.099 A(2,1,16) 108.962 A(1,6,15) 109.868

R(1,16) 1.545 A(6,1,7) 109.847 A(5,6,14) 110.065

R(2,3) 1.507 A(6,1,16) 109.452 A(5,6,15) 109.840

R(2,8) 1.099 A(7,1,16) 109.878 A(14,6,15) 106.749

R(2,9) 1.098 A(1,2,3) 106.103 A(3,10,22) 106.156

R(3,4) 1.506 A(1,2,8) 109.703 A(3,10,24) 111.763

R(3,10) 1.507 A(1,2,9) 109.771 A(3,10,25) 111.792

R(4,5) 1.563 A(3,2,8) 111.770 A(22,10,24) 109.734

R(4,11) 1.099 A(3,2,9) 111.824 A(22,10,25) 109.757

R(4,12) 1.098 A(8,2,9) 107.665 A(24,10,25) 107.636

R(5,6) 1.545 A(2,3,4) 112.958 A(1,16,17) 109.768

R(5,13) 1.099 A(2,3,10) 112.982 A(1,16,18) 110.124

R(5,19) 1.545 A(4,3,10) 113.006 A(1,16,22) 110.206

R(6,14) 1.099 A(3,4,5) 106.128 A(17,16,18) 106.727

R(6,15) 1.099 A(3,4,11) 111.764 A(17,16,22) 109.788

R(10,22) 1.563 A(3,4,12) 111.764 A(18,16,22) 110.165

R(10,24) 1.099 A(5,4,11) 109.762 A(5,19,20) 109.836

R(10,25) 1.099 A(5,4,12) 109.741 A(5,19,21) 110.119

R(16,17) 1.099 A(11,4,12) 107.678 A(5,19,22) 110.203

R(16,18) 1.099 A(4,5,6) 108.844 A(20,19,21) 106.749

R(16,22) 1.545 A(4,5,13) 109.813 A(20,19,22) 109.804

R(19,20) 1.099 A(4,5,19) 108.878 A(21,19,22) 110.069

R(19,21) 1.099 A(6,5,13) 109.905 A(10,22,16) 108.891

R(19,22) 1.544 A(6,5,19) 109.507 A(10,22,19) 108.877

R(22,23) 1.099 A(13,5,19) 109.871 A(10,22,23) 109.826

A(16,22,19) 109.421

A(16,22,23) 109.883

A(19,22,23) 109.920

Table B.6: Bond lengths and angles for FigureB.6
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.544 A(2,1,6) 109.348 A(1,6,5) 109.731

R(1,6) 1.544 A(2,1,7) 109.598 A(1,6,14) 110.063

R(1,7) 1.098 A(2,1,16) 109.347 A(1,6,15) 110.042

R(1,16) 1.544 A(6,1,7) 109.589 A(5,6,14) 110.070

R(2,3) 1.544 A(6,1,16) 109.363 A(5,6,15) 110.051

R(2,8) 1.099 A(7,1,16) 109.582 A(14,6,15) 106.846

R(2,9) 1.099 A(1,2,3) 109.711 A(3,10,22) 109.729

R(3,4) 1.544 A(1,2,8) 110.056 A(3,10,24) 110.056

R(3,10) 1.544 A(1,2,9) 110.069 A(3,10,25) 110.036

R(3,26) 1.098 A(3,2,8) 110.063 A(22,10,24) 110.090

R(4,5) 1.544 A(3,2,9) 110.058 A(22,10,25) 110.069

R(4,11) 1.099 A(8,2,9) 106.846 A(24,10,25) 106.821

R(4,12) 1.099 A(2,3,4) 109.337 A(1,16,17) 110.070

R(5,6) 1.544 A(2,3,10) 109.331 A(1,16,18) 110.060

R(5,13) 1.098 A(2,3,26) 109.596 A(1,16,22) 109.705

R(5,19) 1.544 A(4,3,10) 109.372 A(17,16,18) 106.865

R(6,14) 1.099 A(4,3,26) 109.590 A(17,16,22) 110.044

R(6,15) 1.099 A(10,3,26) 109.600 A(18,16,22) 110.058

R(10,22) 1.544 A(3,4,5) 109.729 A(5,19,20) 110.054

R(10,24) 1.099 A(3,4,11) 110.077 A(5,19,21) 110.068

R(10,25) 1.099 A(3,4,12) 110.048 A(5,19,22) 109.747

R(16,17) 1.099 A(5,4,11) 110.078 A(20,19,21) 106.833

R(16,18) 1.099 A(5,4,12) 110.046 A(20,19,22) 110.033

R(16,22) 1.544 A(11,4,12) 106.823 A(21,19,22) 110.066

R(19,20) 1.099 A(4,5,6) 109.330 A(10,22,16) 109.326

R(19,21) 1.099 A(4,5,13) 109.624 A(10,22,19) 109.352

R(19,22) 1.544 A(4,5,19) 109.359 A(10,22,23) 109.605

R(22,23) 1.098 A(6,5,13) 109.607 A(16,22,19) 109.348

A(6,5,19) 109.312 A(16,22,23) 109.608

A(13,5,19) 109.595 A(19,22,23) 109.587

Table B.7: Bond lengths and angles for FigureB.7
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Figure B.8: The optimised geometry for surface bound BH3 on the dia-
mond{100} surface (Figure3.4)

Figure B.9: The optimised geometry for surface bound BH2 on the dia-
mond{100} surface (Figure3.4)

Figure B.10: The optimised geometry for surface bound BH on the dia-
mond{100} surface (Figure3.4)
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Figure B.11: The optimised geometry for surface bound B on the diamond
{100} surface (Figure3.4)
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.554 A(2,1,6) 112.059 A(6,5,14) 109.675

R(1,6) 1.554 A(2,1,7) 109.642 A(13,5,14) 108.663

R(1,7) 1.098 A(2,1,8) 109.329 A(1,6,5) 109.637

R(1,8) 1.099 A(6,1,7) 109.642 A(1,6,15) 110.139

R(2,3) 1.560 A(6,1,8) 109.329 A(1,6,16) 110.928

R(2,9) 1.543 A(7,1,8) 106.693 A(5,6,15) 99.312

R(2,10) 1.096 A(1,2,3) 109.636 A(5,6,16) 112.333

R(3,4) 1.515 A(1,2,9) 110.139 A(15,6,16) 113.931

R(3,11) 1.094 A(1,2,10) 110.928 A(2,9,17) 100.593

R(3,12) 1.095 A(3,2,9) 99.312 A(2,9,21) 110.393

R(4,5) 1.515 A(3,2,10) 112.334 A(2,9,22) 113.936

R(4,17) 1.572 A(9,2,10) 113.931 A(17,9,21) 111.930

R(4,23) 1.991 A(2,3,4) 97.542 A(17,9,22) 112.150

R(5,6) 1.560 A(2,3,11) 114.687 A(21,9,22) 107.813

R(5,13) 1.094 A(2,3,12) 109.676 A(6,15,17) 100.593

R(5,14) 1.095 A(4,3,11) 112.782 A(6,15,19) 113.935

R(6,15) 1.543 A(4,3,12) 113.240 A(6,15,20) 110.393

R(6,16) 1.096 A(11,3,12) 108.663 A(17,15,19) 112.150

R(9,17) 1.550 A(3,4,5) 110.807 A(17,15,20) 111.930

R(9,21) 1.096 A(3,4,17) 107.449 A(19,15,20) 107.813

R(9,22) 1.096 A(3,4,23) 110.187 A(4,17,9) 102.541

R(15,17) 1.550 A(5,4,17) 107.450 A(4,17,15) 102.541

R(15,19) 1.096 A(5,4,23) 110.180 A(4,17,18) 114.409

R(15,20) 1.096 A(17,4,23) 110.700 A(9,17,15) 107.529

R(17,18) 1.091 A(4,5,6) 97.542 A(9,17,18) 114.262

R(23,24) 1.204 A(4,5,13) 112.782 A(15,17,18) 114.262

R(23,25) 1.203 A(4,5,14) 113.240 A(4,23,24) 96.856

R(23,26) 1.203 A(6,5,13) 114.687 A(4,23,25) 98.428

A(4,23,26) 98.433

A(24,23,25) 118.234

A(24,23,26) 118.234

A(25,23,26) 117.952

Table B.8: Bond lengths and angles for FigureB.8
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.552 A(2,1,6) 111.938 A(6,5,13) 113.613

R(1,6) 1.552 A(2,1,7) 109.456 A(6,5,14) 110.342

R(1,7) 1.095 A(2,1,8) 109.571 A(13,5,14) 107.554

R(1,8) 1.095 A(6,1,7) 109.456 A(1,6,5) 109.933

R(2,3) 1.536 A(6,1,8) 109.571 A(1,6,15) 109.888

R(2,9) 1.535 A(7,1,8) 106.709 A(1,6,16) 110.442

R(2,10) 1.093 A(1,2,3) 109.933 A(5,6,15) 99.370

R(3,4) 1.548 A(1,2,9) 109.888 A(5,6,16) 113.494

R(3,11) 1.093 A(1,2,10) 110.442 A(15,6,16) 113.228

R(3,12) 1.094 A(3,2,9) 99.370 A(2,9,17) 101.419

R(4,5) 1.548 A(3,2,10) 113.494 A(2,9,21) 110.415

R(4,17) 1.651 A(9,2,10) 113.228 A(2,9,22) 114.040

R(4,23) 1.537 A(2,3,4) 102.029 A(17,9,21) 111.974

R(5,6) 1.536 A(2,3,11) 113.613 A(17,9,22) 111.250

R(5,13) 1.093 A(2,3,12) 110.342 A(21,9,22) 107.752

R(5,14) 1.094 A(4,3,11) 111.414 A(6,15,17) 101.419

R(6,15) 1.535 A(4,3,12) 111.926 A(6,15,19) 114.040

R(6,16) 1.093 A(11,3,12) 107.554 A(6,15,20) 110.415

R(9,17) 1.541 A(3,4,5) 106.965 A(17,15,19) 111.250

R(9,21) 1.093 A(3,4,17) 102.474 A(17,15,20) 111.974

R(9,22) 1.093 A(3,4,23) 120.686 A(19,15,20) 107.752

R(15,17) 1.541 A(5,4,17) 102.474 A(4,17,9) 103.380

R(15,19) 1.093 A(5,4,23) 120.686 A(4,17,15) 103.379

R(15,20) 1.093 A(17,4,23) 99.669 A(4,17,18) 115.195

R(17,18) 1.093 A(4,5,6) 102.029 A(9,17,15) 108.311

R(23,24) 1.196 A(4,5,13) 111.414 A(9,17,18) 112.846

R(23,25) 1.196 A(4,5,14) 111.926 A(15,17,18) 112.846

A(4,23,24) 120.571

A(4,23,25) 120.570

A(24,23,25) 118.571

Table B.9: Bond lengths and angles for FigureB.9
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.552 A(2,1,6) 111.938 A(4,5,14) 111.926

R(1,6) 1.552 A(2,1,7) 109.456 A(6,5,13) 113.613

R(1,7) 1.095 A(2,1,8) 109.571 A(6,5,14) 110.342

R(1,8) 1.095 A(6,1,7) 109.456 A(13,5,14) 107.554

R(2,3) 1.536 A(6,1,8) 109.571 A(1,6,5) 109.933

R(2,9) 1.535 A(7,1,8) 106.709 A(1,6,15) 109.888

R(2,10) 1.093 A(1,2,3) 109.933 A(1,6,16) 110.442

R(3,4) 1.548 A(1,2,9) 109.888 A(5,6,15) 99.370

R(3,11) 1.093 A(1,2,10) 110.442 A(5,6,16) 113.494

R(3,12) 1.094 A(3,2,9) 99.370 A(15,6,16) 113.228

R(4,5) 1.548 A(3,2,10) 113.494 A(2,9,17) 101.419

R(4,17) 1.651 A(9,2,10) 113.228 A(2,9,21) 110.415

R(4,23) 1.537 A(2,3,4) 102.029 A(2,9,22) 114.040

R(5,6) 1.536 A(2,3,11) 113.613 A(17,9,21) 111.974

R(5,13) 1.093 A(2,3,12) 110.342 A(17,9,22) 111.250

R(5,14) 1.094 A(4,3,11) 111.414 A(21,9,22) 107.752

R(6,15) 1.535 A(4,3,12) 111.926 A(6,15,17) 101.419

R(6,16) 1.093 A(11,3,12) 107.554 A(6,15,19) 114.040

R(9,17) 1.541 A(3,4,5) 106.965 A(6,15,20) 110.415

R(9,21) 1.093 A(3,4,17) 102.474 A(17,15,19) 111.250

R(9,22) 1.093 A(3,4,23) 120.686 A(17,15,20) 111.974

R(15,17) 1.541 A(5,4,17) 102.474 A(19,15,20) 107.752

R(15,19) 1.093 A(5,4,23) 120.686 A(4,17,9) 103.380

R(15,20) 1.093 A(17,4,23) 99.669 A(4,17,15) 103.379

R(17,18) 1.093 A(4,5,6) 102.029 A(4,17,18) 115.195

R(23,24) 1.196 A(4,5,13) 111.414 A(9,17,15) 108.311

A(9,17,18) 112.846

A(15,17,18) 112.846

A(4,23,24) 120.571

Table B.10: Bond lengths and angles for FigureB.10

238



Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.555 A(2,1,6) 112.09 A(4,5,13) 111.49

R(1,6) 1.555 A(2,1,7) 109.55 A(4,5,14) 112.46

R(1,7) 1.098 A(2,1,8) 109.43 A(6,5,13) 114.14

R(1,8) 1.098 A(6,1,7) 109.55 A(6,5,14) 110.54

R(2,3) 1.540 A(6,1,8) 109.43 A(13,5,14) 107.51

R(2,9) 1.538 A(7,1,8) 106.64 A(1,6,5) 109.87

R(2,10) 1.097 A(1,2,3) 109.87 A(1,6,15) 109.87

R(3,4) 1.564 A(1,2,9) 109.87 A(1,6,16) 110.52

R(3,11) 1.095 A(1,2,10) 110.52 A(5,6,15) 99.68

R(3,12) 1.098 A(3,2,9) 99.68 A(5,6,16) 113.03

R(4,5) 1.564 A(3,2,10) 113.03 A(15,6,16) 113.41

R(4,17) 1.621 A(9,2,10) 113.41 A(2,9,17) 101.21

R(4,23) 1.543 A(2,3,4) 100.74 A(2,9,21) 110.46

R(5,6) 1.540 A(2,3,11) 114.14 A(2,9,22) 113.95

R(5,13) 1.095 A(2,3,12) 110.54 A(17,9,21) 111.92

R(5,14) 1.098 A(4,3,11) 111.49 A(17,9,22) 111.67

R(6,15) 1.538 A(4,3,12) 112.46 A(21,9,22) 107.65

R(6,16) 1.097 A(11,3,12) 107.51 A(6,15,17) 101.21

R(9,17) 1.546 A(3,4,5) 106.62 A(6,15,19) 113.95

R(9,21) 1.097 A(3,4,17) 103.59 A(6,15,20) 110.46

R(9,22) 1.096 A(3,4,23) 115.78 A(17,15,19) 111.67

R(15,17) 1.546 A(5,4,17) 103.59 A(17,15,20) 111.92

R(15,19) 1.096 A(5,4,23) 115.78 A(19,15,20) 107.65

R(15,20) 1.097 A(17,4,23) 110.12 A(4,17,9) 103.59

R(17,18) 1.095 A(4,5,6) 100.74 A(4,17,15) 103.59

A(4,17,18) 114.1

A(9,17,15) 108.07

A(9,17,18) 113.29

A(15,17,18) 113.29

Table B.11: Bond lengths and angles for FigureB.11
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Figure B.12: The optimised geometry for unsaturated ring opened boron
intermediate for boron inclusion on diamond{100} surface (Figure3.4)

Figure B.13: The optimised geometry for boron containing radical inter-
mediate involved in boron inclusion on diamond{100} surface (Figure3.4)

Figure B.14: The optimised geometry for boron containing intermediate
involved in boron inclusion on diamond{100} surface (Figure3.4)
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.541 A(2,1,6) 109.832 A(6,5,14) 109.794

R(1,6) 1.541 A(2,1,7) 110.033 A(13,5,14) 106.308

R(1,7) 1.099 A(2,1,8) 110.072 A(1,6,5) 109.501

R(1,8) 1.099 A(6,1,7) 110.033 A(1,6,15) 109.507

R(2,3) 1.548 A(6,1,8) 110.072 A(1,6,16) 109.263

R(2,9) 1.547 A(7,1,8) 106.755 A(5,6,15) 112.513

R(2,10) 1.099 A(1,2,3) 109.501 A(5,6,16) 107.562

R(3,4) 1.525 A(1,2,9) 109.507 A(15,6,16) 108.428

R(3,11) 1.103 A(1,2,10) 109.263 A(2,9,17) 112.778

R(3,12) 1.097 A(3,2,9) 112.513 A(2,9,21) 110.152

R(4,5) 1.525 A(3,2,10) 107.562 A(2,9,22) 107.314

R(4,23) 1.387 A(9,2,10) 108.428 A(17,9,21) 110.450

R(5,6) 1.548 A(2,3,4) 112.024 A(17,9,22) 110.445

R(5,13) 1.103 A(2,3,11) 107.807 A(21,9,22) 105.399

R(5,14) 1.097 A(2,3,12) 109.795 A(6,15,17) 112.778

R(6,15) 1.547 A(4,3,11) 108.992 A(6,15,19) 107.314

R(6,16) 1.099 A(4,3,12) 111.675 A(6,15,20) 110.152

R(9,17) 1.497 A(11,3,12) 106.308 A(17,15,19) 110.445

R(9,21) 1.099 A(3,4,5) 113.949 A(17,15,20) 110.449

R(9,22) 1.109 A(3,4,23) 123.033 A(19,15,20) 105.399

R(15,17) 1.497 A(5,4,23) 123.018 A(9,17,15) 120.441

R(15,19) 1.109 A(4,5,6) 112.024 A(9,17,18) 119.191

R(15,20) 1.099 A(4,5,13) 108.992 A(15,17,18) 119.191

R(17,18) 1.087 A(4,5,14) 111.675

R(23,24) 1.176 A(6,5,13) 107.807

Table B.12: Bond lengths and angles for FigureB.12
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Bond Bond lengthÅ Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.542 A(2,1,6) 109.945 A(13,5,14) 107.054

R(1,6) 1.542 A(2,1,7) 110.098 A(1,6,5) 108.921

R(1,7) 1.099 A(2,1,8) 109.926 A(1,6,15) 109.606

R(1,8) 1.099 A(6,1,7) 110.098 A(1,6,16) 109.834

R(2,3) 1.562 A(6,1,8) 109.926 A(5,6,15) 109.897

R(2,9) 1.544 A(7,1,8) 106.799 A(5,6,16) 109.272

R(2,10) 1.099 A(1,2,3) 108.921 A(15,6,16) 109.297

R(3,4) 1.519 A(1,2,9) 109.606 A(2,9,17) 111.241

R(3,11) 1.100 A(1,2,10) 109.834 A(2,9,21) 109.881

R(3,12) 1.099 A(3,2,9) 109.898 A(2,9,22) 109.579

R(4,5) 1.519 A(3,2,10) 109.272 A(17,9,21) 110.522

R(4,23) 1.545 A(9,2,10) 109.296 A(17,9,22) 109.277

R(5,6) 1.562 A(2,3,4) 106.971 A(21,9,22) 106.210

R(5,13) 1.100 A(2,3,11) 109.687 A(6,15,17) 111.241

R(5,14) 1.099 A(2,3,12) 109.528 A(6,15,19) 109.578

R(6,15) 1.544 A(4,3,11) 111.400 A(6,15,20) 109.881

R(6,16) 1.099 A(4,3,12) 112.198 A(17,15,19) 109.278

R(9,17) 1.560 A(11,3,12) 107.054 A(17,15,20) 110.522

R(9,21) 1.099 A(3,4,5) 111.896 A(19,15,20) 106.210

R(9,22) 1.100 A(3,4,23) 111.709 A(9,17,15) 108.673

R(15,17) 1.560 A(5,4,23) 111.711 A(9,17,18) 109.662

R(15,19) 1.100 A(4,5,6) 106.971 A(9,17,23) 107.140

R(15,20) 1.099 A(4,5,13) 111.400 A(15,17,18) 109.662

R(17,18) 1.098 A(4,5,14) 112.198 A(15,17,23) 107.143

R(17,23) 1.590 A(6,5,13) 109.687 A(18,17,23) 114.386

R(23,24) 1.200 A(6,5,14) 109.528 A(4,23,17) 108.476

A(4,23,24) 127.471

A(17,23,24) 124.053

Table B.13: Bond lengths and angles for FigureB.13
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.541 A(2,1,6) 109.569 A(6,5,13) 109.848

R(1,6) 1.541 A(2,1,7) 110.099 A(6,5,14) 109.880

R(1,7) 1.099 A(2,1,8) 110.098 A(13,5,14) 106.336

R(1,8) 1.099 A(6,1,7) 110.099 A(1,6,5) 109.410

R(2,3) 1.543 A(6,1,8) 110.098 A(1,6,15) 109.407

R(2,9) 1.543 A(7,1,8) 106.844 A(1,6,16) 109.487

R(2,10) 1.099 A(1,2,3) 109.410 A(5,6,15) 110.486

R(3,4) 1.559 A(1,2,9) 109.407 A(5,6,16) 109.020

R(3,11) 1.100 A(1,2,10) 109.487 A(15,6,16) 109.014

R(3,12) 1.099 A(3,2,9) 110.486 A(2,9,17) 110.635

R(4,5) 1.559 A(3,2,10) 109.020 A(2,9,21) 109.873

R(4,23) 1.576 A(9,2,10) 109.014 A(2,9,22) 109.837

R(4,25) 1.097 A(2,3,4) 110.634 A(17,9,21) 110.512

R(5,6) 1.543 A(2,3,11) 109.848 A(17,9,22) 109.568

R(5,13) 1.100 A(2,3,12) 109.880 A(21,9,22) 106.323

R(5,14) 1.099 A(4,3,11) 109.548 A(6,15,17) 110.636

R(6,15) 1.543 A(4,3,12) 110.503 A(6,15,19) 109.837

R(6,16) 1.099 A(11,3,12) 106.336 A(6,15,20) 109.873

R(9,17) 1.559 A(3,4,5) 108.570 A(17,15,19) 109.568

R(9,21) 1.099 A(3,4,23) 107.362 A(17,15,20) 110.512

R(9,22) 1.101 A(3,4,25) 109.581 A(19,15,20) 106.323

R(15,17) 1.559 A(5,4,23) 107.364 A(9,17,15) 108.610

R(15,19) 1.101 A(5,4,25) 109.581 A(9,17,18) 109.582

R(15,20) 1.099 A(23,4,25) 114.218 A(9,17,23) 107.356

R(17,18) 1.097 A(4,5,6) 110.634 A(15,17,18) 109.582

R(17,23) 1.576 A(4,5,13) 109.548 A(15,17,23) 107.357

R(23,24) 1.201 A(4,5,14) 110.503 A(18,17,23) 114.192

A(4,23,17) 112.854

A(4,23,24) 123.562

A(17,23,24) 123.584

Table B.14: Bond lengths and angles for FigureB.14
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Figure B.15: The optimised geometry for atomic boron inclusion on dia-
mond{100} surface (Figure3.4)
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Bond Bond length /Å Bond Angle ◦ Bond Angle (cont) ◦

R(1,2) 1.542 A(2,1,6) 109.945 A(13,5,14) 107.054

R(1,6) 1.542 A(2,1,7) 110.098 A(1,6,5) 108.921

R(1,7) 1.099 A(2,1,8) 109.926 A(1,6,15) 109.606

R(1,8) 1.099 A(6,1,7) 110.098 A(1,6,16) 109.834

R(2,3) 1.562 A(6,1,8) 109.926 A(5,6,15) 109.897

R(2,9) 1.544 A(7,1,8) 106.799 A(5,6,16) 109.272

R(2,10) 1.099 A(1,2,3) 108.921 A(15,6,16) 109.297

R(3,4) 1.519 A(1,2,9) 109.606 A(2,9,17) 111.241

R(3,11) 1.100 A(1,2,10) 109.834 A(2,9,21) 109.881

R(3,12) 1.099 A(3,2,9) 109.898 A(2,9,22) 109.579

R(4,5) 1.519 A(3,2,10) 109.272 A(17,9,21) 110.522

R(4,23) 1.545 A(9,2,10) 109.296 A(17,9,22) 109.277

R(5,6) 1.562 A(2,3,4) 106.971 A(21,9,22) 106.210

R(5,13) 1.100 A(2,3,11) 109.687 A(6,15,17) 111.241

R(5,14) 1.099 A(2,3,12) 109.528 A(6,15,19) 109.578

R(6,15) 1.544 A(4,3,11) 111.400 A(6,15,20) 109.881

R(6,16) 1.099 A(4,3,12) 112.198 A(17,15,19) 109.278

R(9,17) 1.560 A(11,3,12) 107.054 A(17,15,20) 110.522

R(9,21) 1.099 A(3,4,5) 111.896 A(19,15,20) 106.210

R(9,22) 1.100 A(3,4,23) 111.709 A(9,17,15) 108.673

R(15,17) 1.560 A(5,4,23) 111.711 A(9,17,18) 109.662

R(15,19) 1.100 A(4,5,6) 106.971 A(9,17,23) 107.140

R(15,20) 1.099 A(4,5,13) 111.400 A(15,17,18) 109.662

R(17,18) 1.098 A(4,5,14) 112.198 A(15,17,23) 107.143

R(17,23) 1.590 A(6,5,13) 109.687 A(18,17,23) 114.386

R(23,24) 1.200 A(6,5,14) 109.528 A(4,23,17) 108.476

A(4,23,24) 127.471

A(17,23,24) 124.053

Table B.15: Bond lengths and angles for FigureB.15
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Appendix C

Canonical Transition State Theory

rate coefficients for inclusion of

carbon and boron species into the

{100} diamond reconstructed surface

Simple canonical transition state theory has been used in conjunction with the cal-

culated energetics for incorporation of carbon and boron species into a{100} recon-

structed diamond surface taken from Chapter3. 3D modelling of the high pressure

microwave system (Section5.6), indicates that the atomic hydrogen density is∼
2×1013 cm−3 for typical CVD growth of diamond. Using this value for the abun-

dance of Hydrogen atoms, the deduced difference in the rate of the Hydrogen ab-

straction reaction compared with all of the unimolecular processes implies that, on

the timescale of a bimolecular reaction, the insertion and the reverse unimolecular

reactions may occur numerous times.

For example, at 1200 K, the lifetime with respect to the the hydrogen abstraction

reaction is calculated at 4.34×10−2 s whilst the lifetime for the carbon ring opening

and closing species are 9.43×10−11 s and 7.35×10−9 s , respectively.
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Temperature Hydrogen Carbon

/ K abstraction ring opening ring closing

200 5.72E-17 1.45E+00 3.17E-05

300 1.70E-15 1.11E+04 3.94E+00

400 1.04E-14 1.03E+06 1.32E+03

500 3.33E-14 1.59E+07 4.25E+04

600 7.68E-14 1.00E+08 4.27E+05

700 1.46E-13 3.75E+08 2.22E+06

800 2.44E-13 1.02E+09 7.63E+06

900 3.74E-13 2.21E+09 1.99E+07

1000 5.38E-13 4.13E+09 4.30E+07

1100 7.37E-13 6.90E+09 8.07E+07

1200 9.72E-13 1.06E+10 1.36E+08

1300 1.24E-12 1.52E+10 2.12E+08

1400 1.55E-12 2.08E+10 3.11E+08

1500 1.90E-12 2.73E+10 4.32E+08

1600 2.28E-12 3.46E+10 5.77E+08

1700 2.70E-12 4.27E+10 7.44E+08

1800 3.15E-12 5.14E+10 9.34E+08

1900 3.65E-12 6.08E+10 1.14E+09

2000 4.17E-12 7.07E+10 1.37E+09

Table C.1: The bimolecular reaction rate coefficients (in cm3s−1) for sur-
face activation reactions by hydrogen abstraction and the RRKM unimolec-
ular rate coefficient (in s−1) for carbon inclusion via the ring opening and
closing mechanism.
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Temperature BH Atomic B

/ K direct insertion ring opening ring closing direct insertion

200 7.15E+02 2.40E-09 5.55E+04 4.65E-02

300 5.66E+05 2.73E-02 8.06E+06 1.05E+03

400 1.61E+07 1.04E+02 9.50E+07 1.65E+05

500 1.20E+08 1.55E+04 4.15E+08 3.50E+06

600 4.61E+08 4.49E+05 1.11E+09 2.71E+07

700 1.20E+09 5.03E+06 2.24E+09 1.17E+08

800 2.47E+09 3.11E+07 3.79E+09 3.54E+08

900 4.34E+09 1.29E+08 5.72E+09 8.36E+08

1000 6.79E+09 4.04E+08 7.95E+09 1.67E+09

1100 9.81E+09 1.03E+09 1.04E+10 2.93E+09

1200 1.33E+10 2.25E+09 1.31E+10 4.69E+09

1300 1.73E+10 4.36E+09 1.58E+10 6.99E+09

1400 2.16E+10 7.70E+09 1.86E+10 9.84E+09

1500 2.62E+10 1.26E+10 2.15E+10 1.32E+10

1600 3.10E+10 1.95E+10 2.43E+10 1.72E+10

1700 3.60E+10 2.85E+10 2.72E+10 2.16E+10

1800 4.10E+10 4.00E+10 3.00E+10 2.65E+10

1900 4.62E+10 5.43E+10 3.27E+10 3.18E+10

2000 5.14E+10 7.14E+10 3.54E+10 3.74E+10

Table C.2: RRKM unimolecular reaction rate coefficients for boron
species (in s−1) incorporating in the{100} reconstruction via a direct inser-
tion process; the ring opening / closing mechanism analogous to the carbon
mechanism and direct insertion of atomic boron bound on the surface.
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Appendix D

Thermochemical Data for BHx,

x = 0 – 4

Thermodynamic studies of ByHx species have been collated by Yu & Bauer [3].

The temperature range over which species have been studied however is below the

temperature window of CVD growth of boron doped diamond. Thermodynamic

data ( Cv, S and H) for BHx species have been calculated using DFT methods

as described in Chapter3 for a larger temperature range then previously reported.

The consistency of the generated data was tested by comparison with previously

published data [3]. All extended datasets fitted the published data within the limits

of the accuracy of the calculations used.

Non-SI units have been used for easy integration into the NASA polynomial

typically used in this field. The values found for these species have been used by

Mankelevich in his modelling in his modelling of BHx species degradation under

CVD conditions.
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Appendix E

Raman spectroscopy of thin diamond

films grown for the Taguchi

optimisation of the CVD microwave

plasma reactor

Chapter5 discusses the use of the Taguchi approach as a method for optimising the

process conditions for the CVD growth of diamond. Within this chapter, the Raman

spectra of the individual samples grown under the conditions specified within Table

5.1are presented and FigureE.17shows a typical multi-component curve fit to the

experimental data.

Solid-state Raman spectroscopy is based upon the inelastic scattering of photons

caused by structural vibrational features. Upon illumination, samples are excited

into a virtual state from which subsequent relaxations to the initial state results in

the scattering of light at the initial wavelength. This is commonly referred to as

Rayleigh scattering. However, a small percentage of relaxations from the virtual

state leads to the internal excitation or relaxation of vibrational states resulting in

scattering of lower (Stokes radiation) and higher (anti-Stokes radiation) frequen-

cies of light, respectively. The frequencies of the Stokes and anti-Stokes radiation

depends upon the composition of the probed sample and FigureE.1shows the com-

mon sp3 and sp2 features present in CVD diamond from diamond and graphite.

Raman spectra were recorded using a Renishaw inVia (488 nm Ar+, 2400 l

/ mm grating) spectrometer and at Stokes shifted wavenumbers between 1000 –
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2000 cm−1. All spectra presented have had a background correction (typically an

exponential function) applied to remove the underlying photoluminescence emis-

sion.

Figure E.1: Raman spectra of (a) diamond (b) graphite with insets showing
the respective nuclear motions associated with each band, from ref [4].
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Figure E.2: Raman spectrum of sample 1.
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Figure E.3: Raman spectrum of sample 2.
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Figure E.4: Raman spectrum of sample 3.
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Figure E.5: Raman spectrum of sample 4.
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Figure E.6: Raman spectrum of sample 5.
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Figure E.7: Raman spectrum of sample 6.
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Figure E.8: Raman spectrum of sample 7.
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Figure E.9: Raman spectrum of sample 8.
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Figure E.10: Raman spectrum of sample 9.
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Figure E.11: Raman spectrum of sample 10.
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Figure E.12: Raman spectrum of sample 11.
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Figure E.13: Raman spectrum of sample 12.
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Figure E.14: Raman spectrum of sample 13.

262



1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000

Raman Shift / cm
-1

S
ig

na
l /

 A
rb

. U
ni

ts

Figure E.15: Raman spectrum of sample 14.
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Figure E.16: Raman spectrum of sample 15.
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Figure E.17: Raman spectrum of sample 16, with curve fitting highlighted.
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Appendix F

Photos of Plasma ball as a function of

process conditions

This appendix displays images of the plasma ball recorded as a function of process

conditions. The observed variations in the size of the luminescence ball were used

for estimating the C2 number densities reported in Chapter5. Images were taken

with a Sony DFW-VL500 camera, using Unibrain’s Fire-i frame capture software.

Figure F.1: Side image of plasma sustained under the standard conditions
of a gas composition of 4.4% CH4; 7 % Ar; balance of H2 at a pressure of
150 Torr sustained at 1.5 kW.
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Figure F.2: Side image of plasma sustained with a gas composition of
8.8% CH4; 7 % Ar; balance of H2 at a pressure of 150 Torr sustained at
1.5 kW.

Figure F.3: Side image of plasma sustained with a gas composition of 2%
CH4; 7 % Ar; balance of H2 at a pressure of 150 Torr sustained at 1.5 kW.

Figure F.4: Side image of plasma sustained with a gas composition of 7%
Ar; balance of H2 at a pressure of 150 Torr sustained at 1.5 kW.
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Figure F.5: Side image of plasma sustained with a gas composition of
4.4% CH4, 7 % Ar; balance of H2 at a pressure of 175 Torr sustained at
1.5 kW.

Figure F.6: Side image of plasma sustained with a gas composition of
4.4% CH4, 7 % Ar; balance of H2 at a pressure of 100 Torr sustained at
1.5 kW.

Figure F.7: Side image of plasma sustained with a gas composition of
4.4% CH4, 7 % Ar; balance of H2 at a pressure of 150 Torr sustained at
1.75 kW.
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Figure F.8: Side image of plasma sustained with a gas composition of
4.4% CH4, 7 % Ar; balance of H2 at a pressure of 150 Torr sustained at
1.0 kW.

Figure F.9: Side image of plasma sustained with a gas composition of
4.4% CH4, 7 % Ar; balance of H2 at a pressure of 150 Torr sustained at
1.25 kW.
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